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Preface

Fundamental to the IT infrastructure simplification are the concepts of automation and
virtualization.

The IBM® Virtualization Engine™ is the delivery vehicle of the virtualization concepts; it
includes innovations in resource virtualization as well as management, performance,
modelling, and visualization services for the infrastructure components in an heterogeneous
environment.

A new version of the IBM Virtualization Engine has been announced and detailed in
November 2005. The IBM Virtualization Engine platform provides the foundation to build an
infrastructure that is more simple to manage; the IBM Virtualization Engine is based on open
interfaces and industry standards. It provides a set of blocks for progressively building
business oriented solutions, allowing clients to start where they want and to evolve at their
own pace.

This new version, the IBM Virtualization Engine Version 2, is made of Virtual Resources that
are integrated into the IBM @server® systems and Virtual Management and Access
components, which are a multi-platform offering of system tools for a variety of server
operating system environments. Some of its components have been available since
December 2005, while other components will be made available in 1Q2006.

This IBM Redbook provides foils and technical information (that can be viewed as speakers
notes) that describe all the existing virtualization features and products included in the
Virtualization Engine Version 2:

» Chapter 1, “Introduction to the Virtualization Engine platform” on page 1 introduces the
architecture environment and the concepts that guide the Virtualization Engine principles.

» Chapter 2, “IBM Director 5.10” on page 39 describes the IBM Director 5.10.

» Chapter 3, “Resource Dependency Service” on page 99 describes the Resource
Dependency Service, a very new component of the Virtualization Engine.

» Chapter 4, “The Virtualization Engine console” on page 135 describes the new version of
the Virtualization Engine console.

» Chapter 5, “Enterprise Workload Manager” on page 175 describes the new version of the
Enterprise Workload Manager.

» Chapter 6, “Integrated Virtualization Manager for pSeries and Virtual Partition Manager for
iSeries” on page 217 and Chapter 9, “Virtual resources: server specific virtualization
functions” on page 329 describe the Virtual Resources, specific for each IBM @server
system.

» Chapter 7, “Security” on page 255 describes the new security environment provided by
the Virtualization Engine Version 2.

» Chapter 8, “Getting started” on page 273 presents all the facilities offered in this
Virtualization Engine Version 2 to start implementing one or several of its components.

This redbook is suitable for IT Architects and for IT Specialists who want to understand how
the virtualization components fit into the service-oriented architecture, to understand the
products offerings in detail, or to plan a project that includes the use of these features and
products.

© Copyright IBM Corp. 2006. All rights reserved. ix
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Introduction to the Virtualization
Engine platform

On November 8, 2005, IBM announced new IBM Virtualization Engine offerings under the
generic name of the Virtualization Engine platform, which is the IBM Virtualization Engine

Version 2.

This chapter:

» Positions the role of the IBM Virtualization Engine platform in the IBM Systems Agenda, in
1.1, “The IBM Systems Agenda” on page 2.

» Positions the IBM Virtualization Engine into the On Demand Operating Environment
architecture in 1.2, “From Web services to the On Demand Operating Environment” on
page 5 through 1.3, “The On Demand Operating Environment architecture details” on
page 10.

» Explains the importance of the Open Standards in 1.4, “Standards: from OGSI to WSDM”
on page 13.

» Introduces the components of the new version of the IBM Virtualization Engine in 1.5,
“The Virtualization Engine platform” on page 20 through 1.10, “Virtualization: topology and
terminology” on page 35.

© Copyright IBM Corp. 2006. All rights reserved. 1



1.1 The IBM Systems Agenda

The IBM Agenda

- The IBM Virtualization Engine platform is a
b'I -> . comprehensive virtualization portfolio enabling

. o customers to virtualize resources
Virtualization

(’ Commit to openness to redefine how to
! : acquire systems, avoid being “locked in” and

achieve needed integration.

Openness
{:} Collaborate to innovate with the capability to
4 share information, processes and functions

Collaborative across the enterprise and beyond, as well as
Innovation participation in industry innovation networks

@ Redhﬂﬂks wnms““p IBM Virtualization Engine Version 2. © 2005 IBM Corporation. All rights reserved.

IBM ITSO - International Technical Support Organizatior

Figure 1-1 The IBM Systems agenda

In October 2003, IBM announced the On Demand Business strategy. On Demand Business
puts the emphasis on business responsiveness and flexibility based on Information
Technology (IT) to make that happen.

The On Demand Operating Environment is the computing environment that is required for
building and managing an On Demand Business. It is a flexible, integrated, and reliable IT
infrastructure that uniquely serves the business. The On Demand Operating Environment
allows business objectives to drive the IT processes, rather than adjusting the business logic
around the IT infrastructure. To become an On Demand Business, a company needs:

» Componentization of business processes, to create the flexibility and innovation at the
business level

» Applications modularity to support the business processes
» IT infrastructure simplification to be able to support the changes the business needs

Fundamental to the IT infrastructure simplification are the concepts of automation and
virtualization:

» Automation enables an IT infrastructure to manage many day-to-day tasks itself. With a
self-managing infrastructure, efficiency is increased and resource allocation simplified. A
fully automated IT infrastructure can sense changing conditions, such as surges in
demand or isolated application errors, and can spot trends that could lead to costly system
downtime. The infrastructure automatically responds by taking corrective actions that
ensure IT resources remain aligned with business goals.

2 IBM Virtualization Engine Platform Version 2 Technical Presentation Guide



» Virtualization is the ability to separate the direct dependency of an application from a
physical resource. Through virtualization, an enterprise:

— Has a single, consolidated view of, and easy access to, all available resources in the
network, regardless of location.

— Efficiently accesses and manages those resources to reduce operations and systems
management costs while maintaining needed capacity.

— Responds dynamically to the application needs of its users.

— Gathers and accesses information across the organization quickly to gain competitive
advantage.

The IBM Virtualization Engine Version 1 has been announced and made available in August
2004 and addresses the virtualization aspects of the service-oriented infrastructure.

The IBM Systems Agenda extends the value of virtualization. The IBM Systems Agenda is a
new contribution of the IBM hardware capability to the On Demand Business strategy. Several
years ago, IBM announced the IBM @server brand, then IBM combined the server, the
storage, and the technology business together. IBM is now committed to break down the
barriers between components and enable them to be integrated. The three core design
principles for the IBM Systems agenda are:

» Virtualize everything
» Commit to openness

» Collaborate to innovate

What does “Virtualize everything” mean?
Virtualize everything means:

» Continued enhancements to the virtualization facilities have to further simplify the
infrastructure environment by integrating many of the features into the systems
themselves; for small or midsize business, with limited IT resources, virtualization
functions need to simplify the platform management.

» Systems need to better monitor and manage themselves, which will increase continuous
availability, improve security, improve resource utilization, and improve quality of service
levels. When virtualization capabilities are implemented, the automation concepts become
more effective. The highest level of automation is achieved through autonomic computing
technologies, another IBM initiative. !

» Each component will be part of the virtualization capabilities: storage, processors,
networks, applications, data, and users.

What does “Commit to Openness” mean?
Commit to openness means:

» IBM is committed to contribute to making open standards and openness part of its
solutions; openness reduces risk through freedom of choice.

» IBM wants to offer systems that leverage technology innovation and fit within any IT
environment, from small businesses, that have limited resources, to very large
multinational corporations, which have to deal with very complex heterogeneous
environments.

» IBM wants to offer systems that combine servers, operating systems, storage, middleware,
networking, and applications that enable rapid deployment of a business solution, based
on industry standards.

1 To know more about the IBM Autonomic Initiative, visit http://www-03. ibm.com/autonomic/.
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» For clients who want the flexibility to customize systems in their environment, IBM will
deliver components that can be easily integrated because based on standards.

What does “Collaborate to Innovate” mean?
Collaborate to innovate means:

» Simplification across the enterprise infrastructure will provide more data security, more
business flexibility, and more business opportunity.

» Collaboration with Business Partners, Systems Integrators, and Independent Software
Vendors will offer complete and quicker business solutions.

» To accelerate innovation, collaboration with the industry is fundamental.

The IBM Virtualization Engine Version 2, announced in November 2005, is the latest advance
in virtualization technology IBM offering. It offers unprecedented interoperability across
systems, storage, and networking. Open interfaces and implementation of standards allow
companies such as Cisco, VMware, Network Appliance, and others to participate in this
infrastructure. The IBM Virtualization Engine is one of the key components of the On Demand
Operating Environment architecture.
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1.2 From Web services to the On Demand Operating
Environment
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Figure 1-2 From Web services to the On Demand Operating Environment

To understand the role of the Virtualization Engine and its importance, you need to
understand first how the On Demand Operating Environment is designed.

The On Demand Operating Environment (ODOE) is based upon the concept of a
service-oriented architecture (SOA), which itself expands the vision of Web services. The
following sections explain the relationship between these three major entities:

» The Web services
» The service-oriented architecture
» The On Demand Operating Environment

Web services

A Web service is a software component designed to support interoperable
machine-to-machine interaction over a network. Web services are basically Web-based
applications designed to support application to application communication. Unlike typical
applications, Web services literally describe themselves to the outside world telling what
functions they perform, how they can be accessed, and what kinds of data they require.

They can be developed using any language, and they can be deployed on any platform, from
the tiniest device to the largest super computer. This is the fundamental evolution: The
service consumer does not have to be concerned with the implementation or realization of the
service, as long as it supports the required functionality and quality of service.

Chapter 1. Introduction to the Virtualization Engine platform 5



From a practical point of view, a Web service is a program component deployed within some
runtime environments that is responsible for executing the code and for dispatching
messages. A Web service is stateless, meaning that it is a service whose implementation
maintains no dynamic data, but which acts upon resources based on messages it sends and
receives. The resources themselves may be stateful. A Web service will not maintain a
dynamic state; that means it will not maintain a state for which the service is responsible
between message exchanges with its requestors. The advantage is that a stateless Web
service can be restarted following a failure without concern for its history or prior interactions,
and more copies can be created or destroyed in response to the changing load. Operations
on stateless Web services imply that the necessary parameters are passed on to each Web
service request or invocation.

Web services standards

Web services technologies are based on XML components specified by independent
standards bodies. The current and more mature core Web services standards are eXtensible
Markup Language (XML), Single Object Access Protocol (SOAP), Web Services Description
Language (WSDL), and Universal Description, Discovery and Integration (UDDI).

» XML provides a platform-neutral mechanism to represent data and is also the foundation
for all other Web services protocol. One important ramification of the use of XML is that
any application, written in any language, running on any platform, can interpret Web
services messages, descriptions, and discovery mechanisms. No specific middleware is
needed and any application can interpret a SOAP message using standard XML
protocols.

» SOAP defines the data communication protocol for Web services. The mechanism by
which the data is encoded in XML is totally extensible, and in fact can be specified within
each SOAP message. SOAP defines an abstract binding framework that allows SOAP
messages to be transferred using a variety of underlying transfer protocols. Additional
information can be included with a SOAP message to provide directive or control
information to the service, such as security information, transaction context, message
correlation information, session indicators, or management information

» WSDL is used to describe the interface (the service contract) offered by each individual
and indivisible Web service and is used to bind the client to the service. A WSDL
document describes what functionality a Web service offers (the service type), how it
communicates (binding of the abstract interface to a concrete set of protocols), and where
to find it (the service implementation).

» UDDI plays, as a registry, the role of a service broker, and a means to advertise and
discover Web services. UDDI is particularly useful if the service consumer does not know
which type of Web service it wants to use, which service providers provide the service, or
where to go to find the services. If a service consumer already knows this information,
then it can use a simpler, more direct form of discovery, such as the Web Services
Inspection Language (WS-Inspection), an XML format that can be used to inspect a Web
site for available Web services. UDDI itself is a Web Service and users communicate with
it using SOAP messages. UDDI manages information about service types (a pointer to the
WSDL document that describes the service bindings (the what part) and service providers
(a pointer to the WSDL document that describes the service binding (the how part), and it
provides mechanisms to categorize, find, and bind to services.

These standards are not the only ones used to implement Web services; a more complete list
of open standards used by the Web services is shown in Figure 1-3 on page 7.
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Figure 1-3 Web services standards

A service-oriented architecture

A service-oriented architecture (SOA) is an application framework that takes business
applications and breaks them down into individual business functions and processes called
services. An SOA lets you build, deploy, and integrate these services independent of
applications and the computing platforms on which they run.

When Web services specifications define the details needed to implement services and
interact with them, the service-oriented architecture is an approach to build distributed
systems that deliver application functionality as services to end-user applications. In using
SOA to design distributed applications, you can expand the use of Web services from simple
models to systems of arbitrary complexity.

SOA aims to develop applications that rely on functions, components, and objects. SOA is not
a product or a platform. SOA defines a set of patterns and guidelines for creating loosely
coupled, business-aligned services. Because of the separation of concerns between
description, implementation, and binding, this architecture provides unprecedented flexibility
in responsiveness to new business opportunities.

SOA views every application or resource as a service implementing a specific, identifiable set
of (business) functions. Each element of the architecture is a service that together
implements the operating environment capabilities. This is accomplished through integration,
infrastructure management, and business driven development capabilities, all interconnected
using a service-oriented architecture allowing the management of the IT environment in
business terms. A service in SOA is an application function packaged as a reusable
component for use in a business process; services can be invoked through defined
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communication protocols. SOA can be based on Web services, but it may use other
technologies instead.

SOA defines an interaction model between three primary parties:

» The service provider, who publishes a service description and provides the
implementation for the service.

» A service requester, who can either use the Uniform Resource Identifier (URI) for the
service description directly or can find the service description in a service registry and
then bind and invoke the service. The service requester uses the contract to bind the client
to the service.

» The service broker, who provides and maintains the service registry. It gives the consumer
directions on where to find the service and its service contract.

The service requester has no knowledge of the technical details of the provider's
implementation, such as the programming language, deployment platform, and so on. The
service requester typically invokes operations through messages, a request message and the
response, rather than through the use of APIs or file formats. The service interaction must be
well-defined and using standards is the key element to make such an architecture work. In
particular, WSDL defines an XML vocabulary for defining the contract between a service
requestor and a service provider in terms of the request and response messages.

A fundamental advantage of SOA is the decoupling of the service provider and the service
consumer through open standards and protocols. Individual software assets become the
building blocks to develop other applications. The complexity of systems is reduced by using a
common style of interaction that works with both new and existing code.

The conceptual model of SOA applies to the virtualization of both business functions and
physical infrastructure. It spans the construction of applications as well as their deployment
and management. Clients only see a collection of business services and are interested in
their quality of service; the On Demand operating environment shields them from the details
of application assembly and service delivery.

The On Demand Operating Environment

The On Demand Operating Environment consists of three main elements, as shown in
Figure 1-2 on page 5:

» Integration services

The On Demand Business services programming model is based on application
development through component (service) assembly. On demand application builders use
the services in the integration category to create new business services. The services in
this category facilitate integration as well as provide business functions to be integrated.
Integration services are hosted by application services that provide container facilities to
simplify their participation in interactions with other integration services and with On
Demand operating environment infrastructure services. On demand integration service
developer's focus on realizing the business logic they care about, assembling integration
services that provide required business functions, and declaring expected quality of
service.

» Infrastructure services

The services in the infrastructure category provide and manage the infrastructure into
which business services and their constituents are deployed. Besides the fact that they
implement very different capabilities supporting a variety of On Demand operating
environment patterns, the main difference between two categories of services is which
user roles build and use them. Middleware providers and ISVs build infrastructure
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elements, while service-oriented infrastructure and application builders build integration
elements.

Note: The resource virtualization services, the core topic of this redbook, are part of
these infrastructure services.

» The enterprise service bus

SOA applications are built from services. The enterprise service bus (ESB) is the
component that provides access to the services and so enables the building of SOA
applications.

Services interact through the Enterprise Service Bus, which facilitates mediated
interactions between service end points. The ESB supports event-based interactions as
well as message exchange for service request handling. The ESB provides a common
model for messages and events. All messages can become events if the deploying service
binds the message to a topic in the event space.

The ESB is more than just a transport layer, it must provide a mediation support to
facilitate service interactions, and it must support a variety of ways to get on and off the
bus, such as adapter support for existing applications or business connections. To support
these different ways to get on and off the bus, it must support service interaction with a
wide variety of service endpoints. It is likely that each endpoint will have its own integration
techniques, protocols, security models, and so on. This level of complexity should be
hidden from service consumers.

Without an ESB infrastructure, any service consumer that needs to invoke a service needs
to connect directly to a service provider using the protocol, transport, and interaction
pattern that is used by the provider.

In an ESB, there is no direct connection between the requestor and provider. Requestors
access the ESB to invoke services, and the ESB acts as an intermediary by passing the
request to the provider using the appropriate protocol, transport, and interaction pattern
for the provider. With an ESB, the infrastructure shields the consumer from the details of
how to connect to the provider.

One of the most important insights of the On Demand Operating Environment is that a
common pattern supports both application services and infrastructure services.

The three facets of the On Demand Operating Environment (integration services,
infrastructure services, and Enterprise Service Bus) provide the capabilities required to
enable business performance management or management of business services to meet
business goals, in particular:

» Integration services are instrumented to produce business events.
» Infrastructure services produce IT-level events reporting the status of resources business
services use that can be correlated to business events produced by those services.

Both kinds of events (infrastructure and business related) are encoded using a common event
description format and therefore can be propagated through the infrastructure and correlated,
or aggregated, independently of their source.
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1.3 The On Demand Operating Environment architecture details
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Figure 1-4 The On Demand Operating Environment detailed architecture

This section provides more details about the ODOE architecture and the infrastructure
services where the virtualization services are implemented. You can find more detailed
information about the application services, the development services, and the business, user,
and partners services in the following Redbooks:

» Patterns: Implementing an SOA using an Enterprise Service Bus, SG24-6346

» Patterns: Integrating Enterprise Service Buses in a Service-Oriented Architecture,
SG24-6773

» Patterns: Implementing Self-Service in an SOA Environment, SG24-6680

» Patterns: SOA with an Enterprise Service Bus in WebSphere Application Server V6,
SG24-6494

The services in the infrastructure category provide and manage the infrastructure
represented by a pool of resources into which business services are deployed. Infrastructure
services realize the facilities the service-oriented infrastructure provides. Infrastructure
services live in application containers like integration services. The infrastructure services are
constructed using the same principles as business services: process choreography, adapters,
business rules, and so on. These services are categorized into three different layers, as
shown in Figure 1-4.
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Utility business services

The utility business services define what use of which resource is to be metered, defined, and
allowed for rating packages to be applied. They support functions like billing, metering, rating,
peering, and settlement.

» The rating/billing component provides the ability to translate technical measurements into
monetary units and then bill the subscriber appropriately.

» Metering provides the ability to enable the collection of information related to the
subscriber’s service and resource utilization.

» Peering/settlement provides accounting information for resources and services the
business service uses for itself.

Service-level automation and orchestration services

The service-level automation and orchestration services enable the system resources to
self-configure, self-heal, self-optimize, and self-protect themselves. These functions are
enabled by a set of services provided by autonomic managers and resource managers. The
following list describes the services associated with service-level automation and
orchestration:

» Availability services let you manage the availability of the various infrastructure
components based on service-level agreements. It includes solutions such as HACMP™,
backup and restore, data mirroring, and so on. The overall objective is to provide a
policy-declared level of resilience.

» Configuration services provide the ability to adapt to changes in the infrastructure based
on goals and policies.

» Problem management services provide appropriate logging and tracing facilities to be able
to discover non-apparent reasons for problems.

» Security services provide the ability to achieve self-protection. Intrusions must be detected
and the systems have to react dynamically and prevent damage.

» Workload services provide the ability to balance performance and workload when the load
exceeds the installed capacity based on service level agreements and business policies.

» Data placement services handle creation, maintenance, and destruction of caches and
replicas of data, based on placement policies.

Resource virtualization services

Resource virtualization services enable a level of indirection between the applications' use of
physical resources and the actual allocation of physical resources underneath. They are
supported by standards, such as Web Services Distributed Management (WSDM), and a set
of XML vocabularies that manage Web services and distributed resources. These services
are used by the service-level automation and orchestration layer.

Examples of resource virtualization services are:

» Server virtualization services enable the virtualization of the physical servers across the
infrastructure, using such capabilities as clustering, partitioning, and virtual machines.

» Storage virtualization services enable the virtualization of the persistent information
across the distributed environment, using such capabilities as data grids.

» Network virtualization services enable the virtualization of the physical network, using
such capabilities as VPN, VLAN, and so on.
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» Resource mapping services are responsible for extraction of client existing resource
repositories and the transformation to canonical resource types for resource composition
in support of business service deployment and also autonomic management interaction
with on demand resources during runtime.

» Information services provide the means to manage and exploit information represented by
documents, e-mail, images, music, and other unstructured data. These services
coordinate and enforce policies describing the life cycle and management of the
information including access, security, versioning, archiving, and retention.
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1.4 Standards: from OGSI to WSDM
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Figure 1-5 Open standards evolution

As we have already stated, standards are critical to enabling the IBM On Demand Business
strategy and the virtualization services, because they provide the rules that ensure
interoperability between IBM products and the products of other vendors and systems,
processes, services, and so on. This is important to understand why we want to use these
standards, how they evolved, and where they are going. This section describes the evolution
of the standards and which ones are the most important and why.

First, do not confuse Open Standards with Open Source?, even though most Open Source

projects are related to one or more Open Standards. In most instances, Open Source projects
are the first to provide a reference implementation to a specification or standard proposed by
an Open Standards’ body. Open Standards promise interoperability and portability; they
provide clients with choice, flexibility, speed, and skills; they are chaperoned by independent
bodies like IETF, W3C, IEEE, OASIS, JCP, OMG, ECMA, and so on.

The following sections describe how the standards evolved and why they are all important for
the On Demand Operating Environment architecture.

2 Open Source Initiative (OSI) is a non-profit corporation dedicated to managing and promoting the Open Source
Definition for the good of the community (more on the following Web site: http://www.opensource.org/).
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Open Grid Services Infrastructure

Grid technology was among the first to promote a virtual computing environment through the
use of a set of services that represented the abstraction of heterogeneous resources. This is
why the Global Grid Forum?3 (GGF) has developed the Open Grid Services Architecture
(OGSA); OGSA defines a standard architecture and a set of services for use in grid
applications; OGSA uses Web services as its main technology to enable grid services. Grid
services provide for the controlled management of distributed and often long-lived state
objects.

The Open Grid Services Infrastructure (OGSI), also developed by the GGF, is the base
infrastructure on which OGSA is built. OGSI defines the conventions and specifications of the
grid services, their protocols and interface’ behavior, properties, and attributes, based on Web
services specifications plus many extensions.

OGSl is concerned primarily with creating, addressing, inspecting, and managing the lifetime
of stateful Grid services. OGSI defines a component model by using extended WSDL and
XML schema definitions, improving new services in order to fit grid needs. OGSl introduces
standard factory and registration interfaces for creating and discovering Grid services.

One extension proposed by OGSI to the Web services community was the mechanism of
Service Data, whose role is to expose the instance of a service to requestors, providing a
stateful system. Stateful services allow service consumers to query and to manipulate
service data that persist across service interactions

For more information about Grid services, you can refer to Grid Services Programming and
Application Enablement, SG24-6100.

WS-Addressing

SOAP did not provide a standard way to specify where a message is going, how to return a
response, or where to report an error. The Web Service Definition Language (WSDL) 2.0
defined a new specification, the WS-Addressing specification. The WS-Addressing
specification defines a standard for incorporating message addressing information into Web
services messages. WS-Addressing also defines a standard for including service-specific
attributes within an address for use in routing the message to a service or for use by the
destination service itself.

Specifically, this specification defines XML elements to identify Web service endpoints and to
secure end-to-end endpoint identification in messages. This specification enables messaging
systems to support message transmission through networks that include processing nodes,
such as endpoint managers, firewalls, and gateways, in a transport-neutral manner.

WS-Addressing defines two interesting interoperable constructs: endpoint references and
message information headers (or message addressing properties).

» A Web services endpoint is a referenceable entity or resource where Web services
messages can be targeted. Endpoint references convey the information needed to
identify/reference a Web services endpoint, and may be used in several different ways. For
example, they can be used to provide addresses for individual messages sent to and from
Web services. The only required element of an endpoint reference is the address. The
other elements (reference properties, reference parameters, port type, service name, and
policy elements (defined by the WS-Policy specification)), are all optional.

» To deal with this last usage case, this specification defines a family of message information
headers that allows uniform addressing of messages independent of underlying transport.

3 The Global Grid Forum (GGF) is the community of users, developers, and vendors leading the global
standardization effort for grid computing. The GGF Web site is http://www.gridforum.org/.
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These message information headers convey end-to-end message characteristics,
including addressing for source and destination endpoints as well as message identity. In
particular, the WS-Addressing specification defines a reply-to address as an extension of
the SOAP envelope header element. The service requestor enqueues a request to the
port specified in the WSDL document but does not wait; it can process other work until the
response arrives. When the service provider is ready to send the response, it uses the
reply-to address from the SOAP:Header of the request message. The message
information headers define the full set of addressing information that can be attached to a
SOAP message. Most of the fields are optional; the only required fields are the To and
Action fields, each of which specifies a URI; when a reply is expected, a Messageld
element must also be present.

A postal mail address provides some analogy: the destination address is written on the face
of the envelope and must contain a name, a street, a city, and so on, in a specific, well known
order to be delivered at the right place:

» The format of the address is analogous to the endpoint reference.

» The layout of the address on the envelope is analogous to WS-Addressing's message
addressing properties; if you write the city first, then the name, then the street, the post
office will not be able to deliver your mail!

WS-RF

If Web services are supposed to be stateless, or considered as a stateless message
processor, message exchanges are, in many cases, supposed to enable access/updates to a
state maintained by other system components; those servers, file systems, databases or
other entities, can be considered to be stateful resources. The link between one or more
stateful resource and a Web service is the Implied Resource Pattern, which formalizes the

relationship between Web services and the stateful resources through a conventional use of
WS-Addressing.

The WS-Resource Framework (WS-RF) is a refactoring of some OGSl interfaces to produce
a framework of independently useful Web services standards. WS-RF is a set of six Web
Services specifications that define terms, such as the WS-Resource approach to modeling
and managing state in a Web services context. The WS-RF definition relies upon the
WS-Addressing specification. The specifications of these interfaces retain all of the essential
capabilities present in OGSI, while changing some of the syntax to exploit WS-Addressing
and adopting a different terminology.

The WS-Resource construct is a means of expressing the relationship between stateful
resources and Web services. The WS-Resource framework is a set of existing Web services
specifications that define a rendering of the WS-Resource approach in terms of specific
message exchanges and related XML definitions. These specifications allow the programmer
to declare and implement the association between a Web service and one or more stateful
resources. They describe the means by which a view of the state of the resource is defined
and associated with a Web services description, forming the overall type definition of a
WS-Resource. They also describe how the state of a WS-Resource is made accessible
through a Web service interface, and define related mechanisms concerned with
WS-Resource grouping and addressing.

A WS-Resource can be defined as the composition of a Web service and a stateful resource
that is expressed as an association of an XML document with a defined type with a Web
services portType, and addressed and accessed according to the implied resource pattern.
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WS-RF is concerned primarily with stateful resources; the framework provides the means to
express states as stateful resources. The implied resource pattern is a set of conventions on
Web services technologies based on the well known specifications: XML, WSDL, and
WS-Addressing. A stateful resource that participates in the implied resource pattern is called
a WS-Resource. Implicitly, it means that the requestor does not provide the identity if the
resource has an explicit parameter in the body of the request message. The context used to
designate the implied stateful resource is encapsulated in the WS-Addressing endpoint
reference used to address the target Web service at its endpoint. WS-RF uses different
constructs to model a stateful resource and a Web service, while OGSI used the same
construct for both.

In summary, we can say that the WS-RF goal allows stateful resources manipulation via Web
services operations. WS-RF adopts the endpoint reference construct defined in the
WS-Addressing specification as an XML syntax for identifying Web service endpoints. The
creation of a WS-Resource in WS-RF terms is really the creation of a stateful Web service in
OGSl terms.

Web Services Distributed Management
Web Services Distributed Management (WSDM) allows a resource and all of its services to
be manageable in a standard and interoperable manner. The WSDM specifications define:

» How to use Web services to expose manageable resources; this is the Management
Using Web Services (MUWS) specification.

» How to expose manageable Web service implementations; this is the Management of
Web Services (MOWS) specification.

Using both specifications, it is possible to build reliable and accountable management
systems. Figure 1-6 describes the global concept of Web services manageability.
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Figure 1-6 Management of Web services concepts

Web Services Distributed Management is a recently approved OASIS* standard (March
2005) to use Web services architecture and technology to manage distributed resource Web
services as well as non-Web services infrastructures (in this latter case, a replacement for
SNMP).

4 The Organization for the Advancement of Structured Information Standards (OASIS) is a not-for-profit, global
consortium that drives the development, convergence, and adoption of e-business standards (for more information
please refer to http://www.oasis-open.org).
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To manage a Web services environment, the components (the Web services endpoints) have
to be accessible and managed. A Web service endpoint provides access to a manageable
resource. In order to discover the Web service endpoint providing access to a particular
manageable resource, the requestor needs to obtain an Endpoint Reference (EPR), as
defined by the WS-Addressing specification, and then obtains any other required
descriptions, like a WSDL document, an XML Schema, or a policy document. A Web service
endpoint providing access to some manageable resource is called a manageability endpoint.
To exchange messages with a manageability endpoint, a manageability consumer needs to
understand all of the required descriptions for the endpoint. The manageability consumer
sends messages targeted to the manageable resource by using information contained in the
EPR, for example, an address and some reference properties.

The WSDM specification defines how the manageability of Web service endpoints and
resources exposed as Web services can be accessed via Web services and uses the two
following specifications:

» Management Using Web Services (MUWS) is a specification that describes how to define,
advertise and exercise manageability capabilities through Web services mechanisms,
independently of the type of resources managed and the model used to describe these
resources

MUWS defines how to represent and access the manageability interfaces of resources as
Web services, and defines a core set of capabilities, such as resource identity, metrics,
configuration, relationships, and so on. MUWS uses the same mechanisms for obtaining
EPRs and their associated descriptions as used by regular Web service implementations
and their applications. MUWS is based on a number of Web services existing
specifications.

» Management Of Web Services (MOWS) defines the manageability capabilities of Web
services. MOWS defines how to manage Web services as resources, and how to describe
and access that manageability using MUWS. This specification focuses on defining the
manageability capabilities of the Web service endpoints. MOWS also delivers the
mechanisms and methodologies that enable manageable Web services applications to
interoperate across enterprise and organizational boundaries. WOWS can be described
as the runtime monitoring and management of SOAP messages.

MOWS is an application of management using MUWS to the resources that are elements
of the Web Services Architecture. The WSDM specification defines how the manageability
of Web service endpoints and resources exposed as Web services can be accessed via
Web services.

Figure 1-7 on page 18 positions the MOWS and MUWS roles specifications from a systems
management view.
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Figure 1-7 The roles of WOWS and WUWS

These standards are particularly important to understand the resource modeling available
from the Virtualization Engine; more specific standards are developed in 3.2, “A manageable
resource” on page 103.

Future perspective

IBM is also involved in the Open Services Gateway Initiative (OSGi®) through its Service
Management Framework (SMF): SMF is an implementation of the OSGi Service Platform
specification and provides a production-ready software management framework for
network-delivered applications.

Figure 1-8 on page 19 describes how to position these standards efforts:

» Stateful Web services (manageable resources) are hosted in a WebSphere® runtime,
using the full WS-RF specifications.

» OSGi/SMF targets the environment where the size of the endpoint implementation needs
to be limited and where a stateless Web service is enough to provide the functionality.

5 The Open Services Gateway Initiative (OSGi) was founded in March 1999. Its mission is to create open
specifications for the network delivery of managed services to local networks and devices. The OSGi organization is
the leading standard for Internet services to homes, cars, small offices, and other environments. To learn more, refer
to http://www.osgi.org.
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Figure 1-8 OSGlI positioning

Another direction is to expose Common Interface Model (CIM) resources as Web services, as
described in 3.2.2, “Exploiting standards” on page 104.

Note

Figure 1-5 on page 13 mentions other important organization or standards:

SNIA SMI-S:

DMTF SMASH:

DMTF CIM:

CIMOM:

The Storage Networking Industry Association (SNIA) is an association of
producers and consumers of storage networking products whose goal is to
further storage networking technology and applications. SMI-S is a
standard storage management interface developed by SNIA.

The DMTF's Systems Management Architecture for Server Hardware
(SMASH) initiative is a suite of specifications that deliver architectural
semantics, industry standard protocols and profiles to unify the
management of the data center (http://www.dmtf.org/standards/smash/).

The DMTF Common Interface Model (CIM) provides a common definition of
management information for systems, networks, applications, and services,
and allows for vendor extensions. CIM’s common definitions enable
vendors to exchange semantically rich management information between
systems throughout the network

CIM Object managers (CIMOM) are implementations but not part of the
CIM standard; it is used to describe server implementations providing
access to instances of CIM models.
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1.5 The Virtualization Engine platform
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Figure 1-9 The Virtualization Engine platform

The vision

In the on demand environment, the real benefits of virtualization will lay beyond the individual
resources, servers, and devices. Clients need the ability to manage heterogeneous
infrastructures as single logical units with better automation that span multiple types and
layers of hardware and operating systems. More virtualization features can and will be
embedded in the physical layer (hardware and Hypervisor); alone, they will not be able to
provide all the benefits of the virtualization capabilities.

On July 2005, when the IBM Systems Agenda was unveiled, as described in 1.1, “The IBM
Systems Agenda” on page 2, IBM expanded the traditional view of virtualization.

Virtualization is an heterogeneous IT Infrastructure dynamically provisioned, managed by
business rules, where work is scheduled and monitored as it flows through all layers of the
system, from the network, through firewalls, Web servers, application servers, database
servers and back.

Add to this dynamic infrastructure an event driven, autonomic, management system based on
a SOA, which can discover resources, monitor and visualize their status, respond to changes
in hardware configuration, and that can exploit both IBM and non-IBM systems. Combine this
with access and management driven by industry standard Web services interfaces, and you
have the "Virtualize Everything" IBM idea.
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The traditional view tends to focus on partitioning; this view broadens and expands
virtualization to:

» Allow multiple systems to come together and perform together in a larger context.
» Give a common way to address component-level devices.

A large system can be made to look like many smaller systems, to include capabilities to
make many smaller components (systems and devices such as storage and networking) look
and perform as one. This expanded definition of virtualization is delivered through the
consistent use of open standards; the foundation of the IBM Virtualization Engine platform.

Until now, virtualization has been used primarily to increase hardware utilization.
Virtualization will play a more and more major role in simplifying IT management, in particular,
it will be extended from single servers to scale-out aggregations of servers, storage, and
network components, making many small systems look like one from a management
perspective.

IBM is using this new view to take the next steps in virtualization by transforming the
Virtualization Engine into an integrated platform of technologies that broadens and enhances
the current capabilities. The IBM Virtualization Engine platform includes a collection of
management and performance services and consistent, comprehensive access and views.
This platform approach supports a business policy-based infrastructure that allows for:

» Flexible starting points based on current and future business and IT requirements
» Virtualizing systems resources to ease systems management
» Many options that recognize one size does not fit all

» Virtual management applied to systems that make many small resources look like one
system

» Consistent expansion (add what is needed when it is needed)
» Open interfaces and standards to allow partners to participate in the infrastructure

Virtual resources

The Virtualization Engine platform is based on virtual resources that are included in all IBM
server and storage systems, as well as select server and storage systems from other
vendors, such as HP, Sun™, and EMC. Just a few of the technologies available with most
systems include:

» Hypervisor: Hypervisors support partitioning and dynamic resource movement across
multiple operating system environments.

» VLAN: Virtual Local Area Network (VLAN) helps provide network virtualization capabilities
that allow you to prioritize traffic on shared networks.

» Virtual I/O: Virtual 1/0O helps provide the ability to dedicate 1/0 adaptors and devices to a
virtual server, allowing the on demand allocation and management of I/O devices.

These embedded technologies allow resource virtualizers to facilitate the virtualization of
resources within a server or storage device. They prepare the virtual resources for the
management and performance capabilities provided by the Virtualization Engine
management collection.
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Resource virtualizers include:

» Virtual machines

» IBM Director

» Grid technologies

» SAN Volume Controller and SAN File System

» Third-party virtualizers such as VMware and Cisco

Resource virtualizers enable:

» Systems management ease of use capabilities

» More robust network capabilities

» Greater flexibility in storage virtualization deployment and management

Chapter 9, “Virtual resources: server specific virtualization functions” on page 329 describes
the most important Virtual Resources components.

Virtual management
The Virtualization Engine management focus is to provide workload and performance

managers, and resource management tools in relation to the resource virtualizers.
It includes three products:
» A new version of the IBM Director, described in Chapter 2, “IBM Director 5.10” on page 39

» A new product, Resource Dependency Service (RDS), described in Chapter 3, “Resource
Dependency Service” on page 99

» A new version of the IBM Enterprise Workload Manager (EWLM), described in Chapter 5,
“Enterprise Workload Manager” on page 175

They all focus on simplifying and optimizing the operation of virtual systems.

Virtual access

The IBM Virtualization Engine's virtual access provides a virtual view and a programmatic
interface.

» The virtual view includes a new version of the Virtualization Engine console, which is a
single Web-based interface for administering all virtual resources, such as resource
health, monitoring, and integration access to planning tools. The new version of the
Virtualization Engine is described in Chapter 4, “The Virtualization Engine console” on
page 135.

» The programmatic interface offers the ability to access system resources as services. This
allows access to the system infrastructure through a service-oriented architecture
programming model. The key programmatic interfaces used in the Virtualization Engine
platform today provide standards at the following levels:

— Web services access to a resource
— Mapping of Web services to the resource model
— The resource model
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Virtual planning tools
These tools help you plan and build your virtualized environment.

Workload Estimator

The IBM @server Workload Estimator provides sizing recommendations for a number of
workloads for the iSeries, pSeries, and xSeries®. The tool provides projections for simple to
complex topologies, including single server or partitioned deployments. Projections can be
made for new or existing workloads. The Estimator will recommend the model, memory, and
DASD requirements that are necessary to meet reasonable performance expectations. The
IBM @server Workload Estimator is available in two forms.

» The online version can be accessed at:
http://www.ibm.com/eserver/iseries/support/estimator
This is the recommended access method.

» There is also a download form available from:

http://www.ibm.com/eserver/iseries/support/supporthome.nsf/Document/16533356

Planning advisor

The Virtualization Engine planning advisor is an interactive tool that produces a customized
plan based on your input. The planning advisor will allow you:

» To identify what systems services you want to install

» To guide the design of your Virtualization Engine topology

» To get the information to order the Virtualization Engine

» To understand the prerequisites you need before installing the components
» To generate a customized installation flow charts

» To print and record your customized plan before beginning the installation process

Based on your input, the planning advisor generates recommendations to help you:

» Order: The planning advisor interview helps you decide which systems services to include
in your Virtualization Engine management collection.

» Deploy: Once you determine which systems services meet your business needs, the
planning advisor recommends how to deploy the components of the Virtualization Engine
across your enterprise topology.

> Install: Finally, the planning advisor generates customized documentation to help you
prepare your environment.

8.2, “Planning advisor” on page 282 describes the planning advisor of the IBM Virtualization
Engine Version 2.
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Figure 1-10 IBM Virtualization Engine Platform: Virtual Resources

Virtual resources are virtualization technologies integrated within all IBM Systems hardware
(IBM servers, storage systems, and network) that help simplify the infrastructure. They are
the primary technologies to maximize the infrastructure availability and to make a better use
of the resource utilization.These technologies, usually, are the starting point to consolidate
the components of the infrastructure. They cover physical resource virtualization technologies
as well as operating system virtualization technologies.

Physical resource virtualization
Physical resource virtualization technologies can be found at different infrastructure layers: at
the server, the storage, and the network layers.

» Server virtualization allows a single server to be used by multiple applications,
middleware, and operating systems concurrently. Some of the technologies have been
available for years though they continue to evolve. They include virtual memory, physical
partitioning, logical partitioning, I/O virtualization, and so on. The Integrated Virtualization
Manager (IVM), the Virtual I/O Server (VIOS), and the Hosting Partition Infrastructure are
examples of the evolution of these technologies.

» Storage virtualization enables clients to make changes in the storage infrastructure with
no or little impact to applications; this is of a particular importance in regards to the
increase in storage needs. The storage virtualization technologies cover all the storage
infrastructure levels: they include technologies at the disk controller level, at the block
level, at the file level, and at the tape level.
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Network virtualization allows pooling and sharing of network components to make
communication across IT infrastructures more efficient and more secure. The network
virtualization technologies include Open Systems Adapter Express (OSA) cards, virtual
Ethernet, and Virtual IP Addressing (VIPA) facilities.

Operating system virtualization
Two virtualization technologies are mainly used, depending on the platform:

»

The z/VM® system, available on the IBM @server zSeries® for more than 30 years, is
very dynamic. It allows real and virtual resources to be shared and switched dynamically
without outages between virtual machines; several hundreds of virtual machines can be
hosted on a single.

VMware® provides a set of tools, very similar to the z/VM facilities, for partitioning,
consolidating, and managing IBM @server xSeries and IBM BladeCenters. Though the
idea is the same as z/VM, given the difference in the size of the target box, the facilities are
not totally equivalent.

Some of these technologies are detailed in Chapter 9, “Virtual resources: server specific
virtualization functions” on page 329.

6 More information can be found at http://www.vmware.com/.
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1.7 The Virtualization Engine management collection
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Figure 1-11 IBM Virtualization Engine Virtual Access and Virtual Management components

The Virtualization Engine management collection includes all the components of the virtual
management and virtualization access aspects described previously. The goal is to provide
common tools across the heterogeneous infrastructure.

The tools include the following products:

» The IBM Director provides a common, consistent solution for managing hardware and
virtual partitions not only for xSeries platform support; the hardware configuration of
systems can be remotely discovered, monitored and automated. It can be bridged with the
Virtualization Engine console, offering one single console focal point for administrators.

The IBM Director is described in Chapter 2, “IBM Director 5.10” on page 39.

» The Resource Dependency Service (RDS) provides a logical representation of hardware
and software resources using a model based on open standards using Web services.

The Resource Dependency Service is described in Chapter 3, “Resource Dependency
Service” on page 99.

» The Virtualization Engine console provides a single portal for administering the virtual
resources; it allows a consolidated view of the performance, health, and topology across
multiple heterogeneous operating systems.

The Virtualization Engine console is described in Chapter 4, “The Virtualization Engine
console” on page 135.

26 IBM Virtualization Engine Platform Version 2 Technical Presentation Guide



» Enterprise Workload Manager (EWLM) provides a consolidated end-to-end view of
transactions performance and supports dynamic adjustments to CPU allocations across
logical partitions (LPARs) for POWERS servers.

EWLM is described in Chapter 5, “Enterprise Workload Manager” on page 175.
The intent is to deliver all the functions on all the IBM @server platforms; today, the following
functions are available:
» iSeries

— EWLM domain manager and managed nodes; EWLM is able to manage LPARs based
on business goals.

— |IBM Director.
— Resource Dependency Service for Linux.
— The Virtualization Engine console.

» pSeries

— EWLM domain manager and managed nodes; EWLM is able to manage LPARs based
on business goals.

— |IBM Director.
— Resource Dependency Service for Linux.
— The Integrated Virtualization Manager (IVM) on select systems.
— The Virtualization Engine console.
» xSeries and BladeCenter®.
EWLM.
IBM Director.
Resource Dependency Service for Linux.

Virtual Machine Manager.
» On the zSeries:

— EWLM domain manager on z/OS® and Linux; EWLM managed nodes for z/OS and
Linux.

— IBM Director with the Virtualization Engine console for Linux.
— Resource Dependency Service for Linux.

» Storage

Restriction: Though the IBM TotalStorage® components provide integrated functions with
the Virtualization Engine, this redbook does not provide many details about the storage
features.
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1.8 What is new with the Virtualization Engine Version 2
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Figure 1-12 What is new in IBM Virtualization Engine Version 2

The IBM Virtualization Engine Version 2 is a follow-up to the IBM Virtualization Engine
Version 1 (available since August 2004).

Since August 2004, IBM had two offerings:

» The IBM Virtualization Engine for Systems, which focused on utilizing the technologies
integrated into the IBM @server systems, such as Hypervisor, VLAN, Virtual I/O, and so
on.

» The IBM Virtualization Engine for Enterprise, which provided a collection of multiplatform
system tools to help simplify the management and utilization of IT resources, such as
Enterprise Workload Manager, Tivoli® Provisioning Manager, Director Multiplatform,
Virtualization Engine console, and the IBM Grid Toolbox V3 for Multiplatforms.

In November 2005, IBM announced the IBM Virtualization Engine Version 2 that is an
evolution of the two previous offerings (sometimes they were called suites). The following
products are now delivered:

» Enterprise WorkLoad Manager (EWLM) Version 2.1, a new version of EWLM, delivers
new operating systems support and workload management on pSeries systems.

» IBM Director Version 5.10, a new version of IBM Director, integrates functions of IBM
Director and IBM Director Multiplatform.

» Resource Dependency Service (RDS) is a new component of the IBM Virtualization
Engine.
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» The Virtualization Engine console 2.1 extends the functions already available in Version 1
and offers new facilities, integrating more products.

The following newly announced components, while not delivered with IBM Virtualization
Engine Version 2, deliver new virtualization facilities:

» Integrated Virtualization Manager (IVM) provides LPAR support on IBM @server pSeries
without a physical Hardware Management Console (HMC). With the Integrated
Virtualization Manager, IBM is simplifying the p5 system’s virtualization deployment. Using
a new wizard-driven, browser-based user interface, clients can create a Micro-Partition
ready for installation on either the AIX 5L™ or Linux operating system. IVM comes
packaged at no additional cost with the optional purchase of Advanced POWER™
Virtualization on IBM System p5™ servers. IVM is designed to reduce the complexity and
time involved to set up and configure multiple partition environments, using IBM
Micro-Partitioning™ capabilities, in small environments.

IVM is detailed in Chapter 6, “Integrated Virtualization Manager for pSeries and Virtual
Partition Manager for iSeries” on page 217.

» The TS7510 Virtualization Engine is a high-performance, high-capacity open systems
virtual tape product designed to augment the tape backup and restore process in large
tape environments. The TS7510 is designed to aid in the tape backup and restore process
by helping to provide clients significant operational and throughput efficiencies via tape
virtualization; the Virtualization Engine TS7510 is a new member of the family of IBM
Virtualization Engine for storage offerings, and is designed to help enhance Information
Lifecycle Management by improving the utilization of tape resources. The TS7510
Virtualization Engine combines hardware and software into an integrated solution enabling
tape virtualization for open systems servers connecting over Fibre Channel physical
connections.

The Virtualization Engine TS7510 Software V1.1 (5639-CC7) provides the software for the
Virtualization Engine TS7510 and for a management console. The TS7510 utilizes IBM
technology and software to emulate IBM tape libraries, drives, and media. This emulation
is designed to help clients achieve the following operational and throughput efficiencies:

— Backup window reduction

— Restore time reduction

— Data sharing and resource virtualization facilitation

— Operational efficiencies

— Low total cost of ownership (TCO)

— Improved sharing of tape libraries across applications and servers

» The IBM TotalStorage SAN Volume Controller (SVC) is a key component in the IBM
virtualization storage technologies. At the heart of SAN Volume Controller's many benefits
is its ability to consolidate devices from various suppliers, in different locations, into a
single view of storage resource.

In particular, in 1Q2005, IBM announced a partnership with Network Appliance (NetApp”).
This partnership wants to promote the integration of Network Appliance's software
applications with IBM Tivoli Storage Manager product line, a backup and recovery
package designed specifically for use with this partner's products.

7 http://www.netapp.com/
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Tivoli Provisioning Manager (TPM) and the IBM Grid Toolbox V3 for Multiplatforms are not
delivered with the Virtualization Engine platform Version 2:

» TPM, a key part of the ODOE architecture, will interact with the virtualization components;
it is distributed through the IBM Software Tivoli brand.

» The IBM Grid Tool box can be downloaded from the following Web site:

https://wwwld.software.ibm.com/webapp/iwm/web/preLogin.do?source=grid
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1.9 The Virtualization Engine Version 2 products offerings

IBM Virtualization Engine Products

U IBM Virtualization Engine Enterprise Workload Manager V2.1
» IBM Virtualization Engine Enterprise Workload Manager for i5/0S V2.1, 5733-EWA
» IBM Virtualization Engine Enterprise Workload Manager V2.1, 5733-EWM
» IBM Virtualization Engine Enterprise Workload Manager for z/OS V2.1, 5655-EWM
» IBM Virtualization Engine and Infrastructure Services for Linux on System z9 and
z/Series, V2.1, 5648-F08
U IBM Director 5.10 with Virtualization Engine Console
» IBM Director with Virtualization Engine Console for i5/0S, V5.10, 5733-DR1
> IBM Director with Virtualization Engine Console, V5.10, 5733-DIR
» |IBM Virtualization Engine and Infrastructure services for Linux on System z9 and
z/Series, V2.1, 5648-F08
U IBM Virtualization Engine Resource Dependency Service V2.1
» IBM Virtualization Engine Resource Dependency Service for Linux on Power, V2.1,
5733-RDS

» IBM Virtualization Engine and Infrastructure Services for Linux on System z9 and
z/Series, V2.1, 5648-F08
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Figure 1-13 IBM Virtualization Engine Version 2 products

The following products are now available.

EWLM
» [IBM Virtualization Engine Enterprise Workload Manager V2.1.0, 5733-EWM:

— It provides the EWLM domain manager and the common runtime components for AIX
or Linux on POWER, or Windows® or Linux on an xSeries hosting server.

— ltincludes the EWLM managed agents for AlX, i5/0S®, Linux, and HP-UX.
— A specific feature includes the EWLM managed agents for Windows and Solaris™.

— This product replaces the 5724-171 product, which was available with the Virtualization
Engine Version 1.

Note: 5660-EWM, 5661-EWM, 5662-EWM, and 5664-EWM are maintenance-product
specific names that include the Enterprise Workload Manager with different maintenance
durations.
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IBM Virtualization Engine Enterprise Workload Manager for i5/0S V2.1, 5733-EWA:

It includes the EWLM domain manager, the common runtime components and the
EWLM managed agents for AlX, i5/0OS and Linux inside the same iSeries box (no
agents on external servers).

Itis included in iSeries Enterprise Edition.

This product replaces the Virtualization Engine for iSeries option 5733-Virtualization
Engine1.

It is a $0-priced product (the support is fee-based).

Note: 5660-EWA, 5661-EWA, 5662-EWA, and 5664-EWA are maintenance product
specific names that include the Enterprise Workload Manager for i5/0S with different
maintenance durations.

IBM Virtualization Engine Enterprise Workload manager for z/OS V2.1, 5655-EWM:

It includes the EWLM domain manager, the common runtime components, and the
EWLM managed agents for z/OS.

To obtain the EWLM agents for managing AlX, i5/0OS, Linux, HP-UX, Solaris, or
Windows, you need to order the specific features of the 5648-F08 product, described
below.

It is a $0-priced product (the support is fee-based).

IBM Virtualization Engine and infrastructure services for Linux on System z9™ z/Series
V2.1, 5648-F08; under this product name, the Virtualization Engine components have
separate and optional feature codes:

It includes the IBM Director 5,10 (the IBM Director Console), the Virtualization Engine
console, the IBM Director Agents, the management access point interface to z/VM, and
the common runtime components. Altogether, these components are named the base
components.

A specific priced feature includes the EWLM managed agents for AlX, i5/0S, Linux,
and HP-UX.

A specific priced feature includes the EWLM managed agents for Windows and
Solaris.

Other priced features can include Resource Dependency Service and the IBM Director
extensions.

The base component is a $0-price based product (fee-based for Service and Support).

IBM Director

IBM Director with Virtualization Engine console V5.10, 5733-DIR:

It provides the IBM Director server for AlX, or Linux on POWER, or Windows or Linux
on xSeries (depending on the feature you select).

It includes the Virtualization Engine console, the common runtime components, and all
IBM Director agents.

This product replaces the 5724-171 product that was available with IBM Virtualization
Engine Version 1.

IBM Director with Virtualization Engine console for i5/0S V5.10, 5733-DR1, shipped with
every i5/0S copy:

It includes the IBM Director server, the Director Console, and the agents for i/50S.
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— ltincludes the Virtualization Engine console and the common runtime components.
— The product is a $0-price based product (fee-based for Service and Support).

» IBM Virtualization Engine and infrastructure services for Linux on System z9 and z/Series
V2.1, 5648-F08; under this product name, all the Virtualization Engine components have
separate and optional feature codes:

— ltincludes the Virtualization Engine console, the IBM Director (with the IBM Director
Console), the IBM Director Agents, and the common runtime components. Altogether,
they are named the base components.

— A specific priced feature includes the IBM Director Extensions.
— Other priced features can include Resource Dependency Service.
— The base components is a $0-price based product (fee-based for Service and Support).

Note: IBM Director may be shipped without the Virtualization Engine components using
the following product names:

» 5765-DR1, IBM Director for pSeries, V5.10:
— ltincludes the IBM Director server and agents for i/50S.
— ltincludes the Virtualization Engine console and the common runtime components.
— ltis available to IBM @server pSeries clients at no additional charge
» 5697-NFD, IBM Director, V5.10, shipped with every xSeries server:
— ltincludes the IBM Director server and agents for i/50S.
— ltincludes the Virtualization Engine console and the common runtime components.

Note: 5660-DIR, 5661-DIR, 5662-DIR, and 5664-DIR are maintenance product specific
names that include the Director with the Virtualization Engine console for POWER with
different maintenance durations.

Resource Dependency Service
» 5733-RDS, IBM Virtualization Engine Resource Dependency Service, V2.1:

— It provides the Resource Dependency Service for Linux on POWER or Linux on
xSeries (depending on the feature you select).

— ltincludes the Resource Dependency Service server, the resource modeling, the
Virtualization Engine console, and the common runtime components.

Note: 5660-RDS, 5661-RDS, 5662-RDS, and 5664-RDS are maintenance product
specifics names that include the Resource Dependency Service with different
maintenance durations.

» 5648-F08, IBM Virtualization Engine and infrastructure services for Linux on z/Series,
V2.1: under this product name, all the Virtualization Engine components have separate
and optional feature codes:

— ltincludes the Virtualization Engine console, the IBM Director (with the IBM Director
Console), the IBM Director Agents, and the common runtime components. Altogether,
they are named the base components.

— A specific priced feature includes the Resource Dependency Service management
server and the resource modeling.
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— Other priced features can include the IBM Director Extensions and the EWLM
components.

— The base components is a $0-price based product (fee-based for Service and Support).

Note: General considerations for the 5648-F08 product:
» The base components can be ordered alone.
» There is no need to order all features all at the same time.

» There is no need to install the Virtualization Engine console if you have components
that do not use it; however, the base components include the Virtualization Engine
console and you will receive it.

How these products are packaged is discussed in 8.5, “Products packaging” on page 311.
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1.10 Virtualization: topology and terminology

—

End-user

Management servers
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Figure 1-14 Topology and naming

The following terms are used when we present this type of environment:

Management server Defines the platform with intelligence functions to issue instructions to

enforce policies. A management server collects and may monitor data.
Figure 1-14 depicts three management servers: one for the
Virtualization Engine console, one for EWLM, and one for IBM
Director. All the management servers can he hosted in one box (refer
to 8.6, “Architecture, performance, and sizing” on page 313 for more
information about configuration choices and dependencies).

Managed servers (or managed node)

Managed from

Managed to
Managed through

Common runtime

Defines the platform being managed or provisioned. They may have
some intelligence to perform functions on a single server basis.

Defines the system with the Virtualization Engine common runtime
components installed.

Defines the endpoint that is being managed.

Defines the management server that is being used as the resource

instrumentation for Virtualization Engine services. Managed through
servers must be used when the management source does not have
the function capability. Otherwise, a managed through server is not

part of the topology.

Defines the technologies that provide functions leveraged by the
features for basic fabric capabilities.
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Manageable resource (or managed resource)
Defines a resource that has a management interface with operations
that control the state and the function of the resource.
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1.11 Management servers: the supported operating systems

Operating Systems for Management Servers
Power xLinux zLinux 15/0S AIX Windows z/0S
Linux
EWLM 2.1 RHEL 4.0 | RHEL 4.0 | RHEL 4.0 I5/0S V5R3 | AIX5.3 | W2003 (SE | z/0S 1.6
SLES 9 SLES 9 SLES 9 and EE) (and later)
Note 1 (32 bit) (64-bit) (32 bit) (or z/OS.e
Note 2 V1.6+)
RDS RHEL 4.0 | RHEL 4.0 | RHEL 4.0
SLES 9 SLES 9 SLES 9
Note 1 (31-bit & 64 bit)
IBM Director | RHEL 4.0 | RHEL 4.0 | RHEL 4.0 I5/0S V5R3 | AIX5.3 | W2003 (SE
510 SLES 9 SLES 9 SLES 9 and EE)
: Note 1 (32 bit) (31 bit & 64 bit) (32 bit)
Note 2
VE Console RHEL 4.0 RHEL 4.0 RHEL 4.0 15/0S V5R3 AIX 5.3 W2003
21 SLES 9 SLES 9 SLES 9 (32 bit)
: (32 bit) (31-bit & 64 bit)
Note 3
\@ Hedmnks womsnnp IBM Virtualization Engine Version 2. © 2005 IBM Corporation. All rights reserved.
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Figure 1-15 Operating systems supported for management servers

The table provided in Figure 1-15 describes which level of operating systems support the
management servers.

Explanation of the Notes on the slide:

» Note 1: On iSeries, xLinux requires the IXA hardware.

» Note 2: On iSeries, Windows requires the IXS/IXA hardware.

> Note 3: The IBM Tivoli Directory Server and DB2® UDB common components must be
installed in a 31-bit Linux partition.

Note: Before planning, pay specific attention to 31-bit or 64-bit support for the Linux
environment. For example, at the time of writing, ITDS, one of the common runtime
components, runs 31-bit only and so must be installed on a different machine if you plan to
install the management server in a 64-bit Linux environment.
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1.12 Managed servers: the supported operating systems

Operating Systems for Managed Servers

IBM ITSO - International Technical Support Organization

Power | xLinux zLinux 15/0S AIX Windows z/0S Sun HP
Linux (z/0S.e)

EWLM SLES9 | SLES9 SLES 9 I5/0S5.3 | AIX5.20r | w2000 ViR6and | Sun HP-UX
Note 1 Note 1 Note 5 5.3 W2003 (SE later Solaris 9 11ivl
Note 3 Note 2 & EE)

Note 4

IBM RHEL 4 RHEL 4 RHEL 4 I5/0S 5.3 | AIX5.3 W2003 (SE

Director Z(L)[Ees3 9 | SLES9 SLES 9 & EE)

Agents

\@ Hedmnks works““p IBM Virtualization Engine Version 2. © 2005 IBM Corporation. All rights reserved.

Figure 1-16 Operating systems supported as managed servers

The table provided in Figure 1-16 describes which operating systems can support the

managed servers.

Regarding the notes in the slide:

>

»

>

Note 1: This support is expected to be available in 1Q 2006.
Note 2: The use of the new functionality on EWLM V2.1 requires AIX 5L V5.3.
Note 3: On iSeries, Linux on POWER requires the IXA hardware.
Note 4: On iSeries, Windows 2000 and Windows 2003 require the IXS/IXA hardware.
Note 5: 31-bit and 64-bit support.
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IBM Director 5.10

One of the objectives of the Virtualization Engine platform is to provide cross hardware, cross

operating system, and cross application management functions. The IBM Director product

and its components have a time-tested suite of base functions and extended components that

address multiple hardware platforms and associated operating systems.

This chapter provides an overview of IBM Director functions though 5.10, with selected
screen captures and examples of selected IBM Director cross-platform functions. Primary
topics covered include:

» Summary of IBM Director multiple hardware platform and operating system functions:
— Base functions across multiple operating systems and hardware platforms
— Extended functions available on specific hardware platforms and operating systems

» New in IBM Director 5.10: console terminology, screen navigation changes, and agent
function levels (Level-0, Level-1, and Level-2)

» IBM Director base managed object discovery and functions for inventory, resource, and
process monitoring, and job scheduling

» Selected IBM Director extended functions, such as software package distribution

© Copyright IBM Corp. 2006. All rights reserved.
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2.1 IBM Director 5.10 overview

IBM Director Cross-Platform Functions

a Functlons

Discovery, Inventory

Monitor, Hardware Status

Event Action Plans

Process Manager

Group Management

Remote Session/Remote Control

File Transfer

Task Scheduler

Software Distribution/Update Assistant

a Operatmg Systems
Microsoft Windows

Intel Linux

Power Linux

AlIX

i5/0S

zSeries Linux environments

u Hardware platforms
pSeries

iSeries

xSeries

zSeries

BladeCenter
OpenPower
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Figure 2-1 IBM Director overview: cross-platform functions

Figure 2-1 shows an impressive, but significantly summarized, list of IBM Director’s
capabilities over a set of supported hardware platforms and operating systems.

IBM Director is a set of components that run on several different hardware platforms and
operating systems, which offer a single point of management and automation for a wide range
of “system management” functions.

The IBM Director product has been available for several years, offering a wide set of
management facilities, primarily on xSeries-based hardware platforms running a Windows
operating system. IBM Director functions can complement and be integrated with higher level
management tools, such as those available with the Tivoli suite of tools.

During 2004, IBM Director Multiplatform 4.2 became available, which expanded most of its
IBM Director 4.1 functions to a wider set of hardware platforms and operating systems.

IBM Director 5.10 became available during November 2005, and, though the word
“multiplatform” has been removed from its product name, 5.10 extends the range of functions
available on multiple operating systems. IBM Director 5.10 platform coverage includes
Microsoft® Windows, Intel® Linux, Power Linux, AlX, i5/0S, and zSeries Linux environments
across pSeries, iSeries, xSeries, zSeries, BladeCenter, and OpenPower™ systems.
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Note: In this chapter:

» The term pSeries represents pSeries hardware platforms, IBM @server p5 hardware
platforms, and IBM System p5 hardware platforms.

» The term iSeries represents iSeries hardware platforms, IBM @server i5 hardware
platforms, and POWERS-based i5 hardware platforms.

The following is a brief list of the major IBM Director functions:

» Collect and display hardware and software information about managed systems
(managed nodes).

» Monitor hardware status.

» Monitor important operating system and application processes. This includes metrics such
as processor utilization, jobs/processes started and stopped, and more. These generate
events that can be simply recorded or defined to take some specific action, such as
running an operating system command or calling a pager device.

» Create and manage dynamic and static groups of systems.
» Establish remote workstation sessions to a managed system.
» Transfer files and manage directories on systems and groups.

» Schedule and monitor non-interactive tasks, such as collecting inventory and transferring
data.

» Depending on operating system capabilities, deploy firmware, device drivers, and software
packages to systems or groups.

» Provide core corrective actions, distributed commands, and hardware control for both
servers and storage.

Note: In this chapter, we do not cover IBM Director TotalStorage management capabilities
and touch lightly on IBM Director running z/OS and Linux partitions. A new version of IBM
Director 5.10, SG24-6188 is planned for early 2006.

Rather than immediately delving into the detailed functional descriptions, let us first set the
environment in which IBM Director functions excel and discuss IBM Director terminology. We
will wait until later in this chapter (2.8, “IBM Director 5.10 cross-platform functions” on

page 64) to have a more comprehensive description of the major functions.

We do, however, remind you, as we stated previously, that IBM Director 5.10 covers most of
today’s well-know operating systems: Microsoft Windows, Intel Linux, Power Linux, AlX,
i5/0S, and zSeries Linux environments across pSeries, iSeries, xSeries, zSeries,
BladeCenter, and OpenPower. Several new extensions in IBM Director 5.10 are focused on
delivering enhanced management capabilities for iSeries, pSeries, and zSeries servers, and
ease of use enhancements, including:

» z/VM Center is a new extension to IBM Director for Linux on System z9 and zSeries that
saves time and simplifies the creation and grouping of virtual servers, and the deployment
of Linux systems under z/VM. Through a drag and drop interface, IBM Director allows for
fast, easy, and repeatable deployments of new virtual servers.

» Hardware Management Console (HMC) integration into IBM Director 5.10 allows IBM
Director to work through the HMC to perform discovery, inventory, health monitoring, and
event management of central electronics complexes and manage logical partitions running
on the system being managed by the specific HMC.
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Note that this HMC support is planned to be available in the first half of 2006. Remember,
any statements made about IBM plans are subject to change without notice.

» A streamlined IBM Director Console user interface that allows more customization in what
sets of information are displayed and the order in which that information is displayed.

» Three levels of IBM Director Agent (discussed later in this chapter) functions, which offer
more flexibility in trade-off for functions versus hardware resource requirements.

» Storage Managed Objects, which provide enhanced storage device discovery, inventory,
health monitoring, and event management. IBM Director 5.10 understands the Storage
Management Initiative Specification and through it can manage storage devices, including
IBM TotalStorage DS300 and DS400 storage subsystems.

Note that this presentation guide does not include further information about IBM Director
and TotalStorage capabilities.

IBM Director’s functions are grouped into an IBM Director Server, IBM Director Agent (three
levels with 5.10), and an IBM Director Console.

IBM Director is also compatible with operating systems running all other Single Byte
Character String (SBCS) languages for which it is not translated for. In such cases, strings will
be shown in English.

Unicode is supported; limitations may apply, so please refer to your local support.

Please note that IBM Director components have such a wealth of functions that we cannot
cover all of them in this presentation guide. We list three excellent sources of additional
information:

» IBM Systems Software Information Center IBM Director content:
http://publib.boulder.ibm.com/infocenter/eserver/vlr2/index.jsp

Select IBM Systems Software Information Center. Expand Systems Management —
Solutions — IBM Director.

When you start considering using IBM Director, we recommend specifically reviewing the
IBM Director Installation and Configuration Guide (V5.10). Important sections of this guide
include planning information and a comprehensive listing of which operating systems
support IBM Director Server, IBM Director Agent, and IBM Director Console, and the
operating systems supporting a specific IBM Director task. To quickly access this guide,
go to the IBM Director information center Web page and select Documentation and
resources — IBM Director Installation and Configuration Guide PDF.

» The IBM Director Web site:
http://www.ibm.com/servers/eserver/xseries/systems_management/ibm_ director
» IBM International Technical Support Center (ITSO) Redbooks:
http://www.ibm.com/redbooks
For example, search IBM Director 5.10, SG24-6188

Many of the descriptions included in this chapter are based upon the IBM Director content at
these Web sites and from the IBM Director Console component’s online help information.

In the following topics, we take a graphical view of the IBM Director server, agent, and
console components in a network to provide a perspective of how these components work
together to provide the functions. We also introduce the 5.10 term managed objects. This
term is new to IBM Director starting with 5.10 and is for the purpose of collectively addressing
“all the things” managed by IBM Director.
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Following these topics, we then launch into more details on these functions with screen
examples of selected functions.
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2.2 IBM Director 5.10 hardware components

IBM Director 5.10 Hardware components

U Management

Managed systems

SNMP devices

= Network
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Figure 2-2 IBM Director 5.10 Hardware components

IBM Director 5.10 has four major hardware components:
» Management Server

This server is “the manager” from the IBM Director point of view for all IBM Director
information collected from managed systems (nodes). Most functions are requested by
the IBM Director Console to the IBM Director server. The specific function could be
performed by the server for a specified managed node. The server contains all collected
inventory information. The IBM Director Console connects to the server to define actions
and report inventory and events that have been defined.

» Managed systems (also referred to as managed nodes)

This includes all servers, desktops, laptops, workstations, and storage subsystems
managed by the IBM Director server. This can include the server system itself, the
managed systems, and Simple Network Management Protocol (SNMP) devices.

Since the Information Center Planning Advisor for Virtualization Center console, which
can include the IBM Director in its planning steps, uses the term managed node, we use
the term managed system and managed node interchangeably in this chapter. A managed
node (or system) is a unique hardware platform and installed operating system
combination. The term managed node/system is meant to distinguish possible IBM
Director functions capable on these “systems” versus the more basic management
functions that can be performed with a managed SNMP device.
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» SNMP devices

Printers, computers, switches and other hardware with Simple Network Management
Protocol (SNMP) enabled and managed by IBM Director Management Server. They have
no IBM Director software installed.

» Network

A network consists of one or more systems, devices, and the communication hardware
and enabling them to communicate. From an IBM Director view, systems and devices are
“discovered’ to be managed by an IBM Director server. In the IBM Director environment,
this network is normally using Ethernet (wire or wireless) with TCP/IP as a network
protocol.

There is a command-line interface that can be used to do many of the functions that are
available from the console.
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2.3 IBM Director 5.10 software components

IBM Director 5.10 Software components
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Figure 2-3 IBM Director 5.10 software components

IBM Director 5.10 software components are placed on top of the hardware network and
include the following:

» IBM Director Server installed on a management server.

— A database product/component must be installed on your “server system” prior to
installing IBM Director Server. IBM Director Server requires this database to store and
query its own “director database unique” information.

e The database could be local or remote, in most environments. Typically, the
database is on the same system/partition as the IBM Director server.

* |BM Director Server uses the database to store inventory information in a central
repository. This inventory enables managing assets from a central point.

Note: Before installing IBM Director Server, you need to decide which database
product/component you want to use. The Apache Derby Database is embedded
in IBM Director Server itself and is the default database on all platforms except
for i5/08S.

The default database for i5/0S is IBM DB2, which is embedded within i5/0S
itself. When using IBM Director server on a hardware platform other than an
iSeries system, you certainly can install DB2 UDB rather than use the default
Apache Derby Database.

46 IBM Virtualization Engine Platform Version 2 Technical Presentation Guide



¢ The database component/product supported by IBM Director server is dependent
on the base operating system on the server being used for server inventory
information. For additional details about supported databases, go to the IBM
Director Information Center and search for "director database," and then select the
database link.

— IBM Director Server is based on Java™.

¢ You must have a supported Java Developer Toolkit on the system. For example,
IBM Director installation on i5/0S system requires product 5722-JV1 with option
*BASE (IBM Developer Kit for Java) and option 6 (Java Developer Kit 1.4).

— The Management Server must be connected via a network with all Managed Systems.
Normally, this is a TCP/IP network protocol.

» IBM Director Console must be installed on at least one workstation functioning as a
Management Console somewhere in the network. You can have multiple workstations with
the IBM Director Console installed, but this requires planned, coordinated, and secured
use by more than one IBM Director Console.

— IBM Director Console is a Java based implementation.

— Management Console is connected via a network (normally using TCP/IP protocol) to
the Management Server and all Managed Systems.

» IBM Director Core Services or IBM Director Agent Level-2 is installed on Managed
Systems.

— IBM Director Agent is a Java implementation on all platforms except Windows.
» A supported network protocol like TCP/IP should be installed as a prerequisite.

Please note that starting with Version 5.10, IBM Director provides three different levels of
managed systems. The agents levels (0, 1, and 2) have different software requirements and
provide a set of functions that correspond to the level number:

» Level-0is the base function, which really involves no IBM Director software being installed.
» Level-1, which requires a base level of IBM Director agent software to be installed.

» Level-2 installs the full IBM Director agent software, which enables the highest IBM
Director agent functions.

You need to understand the functions available at each agent level and the associated
software required to do proper planning and management of your network. You may choose
to have different “agent levels” on groups of systems or devices in your network, depending
on your management requirements.

Because of the importance of understanding the functions available at each “agent level,” the
following topic provides a short description of these new levels for IBM Director managed
systems. Then we expand on the IBM Director Management Server functions. There are
several new or changed IBM Director agent and server functions with V5.10. We note some of
the more significant V 5.10 functions or interfaces, but not all of them in the following sections.

Though not discussed in detail in this chapter, each operating system supporting IBM Director
server, console, and agent components has security facilities that interact with IBM Director to
control what users can do which IBM Director functions.

For example, on i5/08S, either a command-line interface or an iSeries Access for Windows
iSeries Navigator interface must be used to “permit” usage of IBM Director server and agent
functions. Figure 2-4 on page 48 is an example of enabling IBM Director using the iSeries
Navigator Application Administration interface.

Chapter 2. IBM Director 5.10 47



Enabling user access to the IBM Director server
15/0S example
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Figure 2-4 i5/0S example of enabling user access to the IBM Director server
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2.4 Overview of agent level functions

IBM Director 5.10 — overview of agent level functions
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Figure 2-5 IBM Director 5.10: Support for Levels of Director Systems

In IBM Director 5.10, agent functions are separated into three levels: Level-0, Level-1, and
Level-2. The following summarizes the functions now available for each agent level.

» Level-0 - Agentless Systems: These systems do not have any IBM Director software or
Common Information Model (CIM) instrumentation installed on them. Level-0 managed
systems can be IBM or non-IBM servers, desktop computers, workstations, and mobile
computers.

A Level-0 managed system does have the minimum set of protocols that are required for
that system to be managed by IBM Director. Such a system must have, at a minimum,
software supporting the Secure Shell (SSH) or Distributed Component Object Model
(DCOM) protocol.

Such an agent is typically running one of the following IBM Director supported operating
systems:

— Linux
— Windows

IBM Director discovers Level-0 managed systems by verifying the IP addresses on your
network and scanning the ports of those addresses using the SSH or DCOM protocols.
The range of IP addresses that are verified is governed by the IBM Director discovery
preferences that you configure in IBM Director Console. By default, IBM Director uses the
range of addresses that are in the IP domain of the management server.
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When a Level-0 managed system is discovered, it is locked by default. You can unlock the
system by requesting access to it through IBM Director Console. If the object that is
discovered supports SSH but is not a computer system (for example, a Remote
Supervisor Adapter (RSA)), the object will be displayed in IBM Director Console but will
not support any tasks.

Systems and other network devices that support the SNMP protocol will display as SNMP
Device Managed Objects in IBM Director Console.

The attributes that are returned for a Level-0 managed system include:
— Locked

¢ System Name

e TCP/IP Addresses

* System State

¢ MAC Address

e System Presence Check Setting
— Unlocked

¢ Computer Name

* Architecture

¢ OS Major Version

e OS Minor Version

¢ Access Denied

e Operating System

e Unique System ID

¢ System UUID (xSeries)

* Machine Type

¢ Model Number

e Serial Number

After you discover and unlock a Level-0 managed system, you can perform the following
tasks on that system:

— Collect inventory that is available from the operating system.

— Install Level-1: Core Services or Level-2: IBM Director Agent by using software
distribution.

— Restart the operating system (Linux only).
— Run command-line programs (only if SSH is present).

» Level-1: IBM Director Core Services provides managed systems with a subset of the IBM
Director Agent Level-2 functionality that is used to communicate with and administer that
system. Specifically, Level-1 provides hardware alerts and status information that can flow
to the IBM Director server or some other management server, such as a Tivoli product.

A Level-1 managed system is any system that has the IBM Director Level-1 Agent Core
Services installed but does not have the IBM Director Level-2 Agent installed. Level-1
managed systems can be IBM servers, desktop computers, workstations, and mobile
computers.
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You can perform the following tasks on a Level-1 managed system:

— Collect inventory.

— Install Level-2: IBM Director Agent using software distribution.

— Manage events using event action plans, event subscription, and the event log.
— Monitor hardware status.

— Restart or shut down the managed system.

— Run command-line programs.

IBM Director Level-1 Core Services is supported on systems that are running the following
operating systems:

— Linux (xSeries, System p5 and pSeries, and System z9 and zSeries)
— Windows

» Level-2: IBM Director Agent Level-2 provides managed systems with the full complement
of IBM Director Agent functionality that is used to communicate with and administer that
system. The functionality of IBM Director Agent Level-2 on a managed system varies,
depending on the operating system and platform.

A Level-2 managed system is any system that has IBM Director Agent Level-2 installed.
Level-2 managed systems can be IBM or non-IBM servers, desktop computers,
workstations, and mobile computers.

IBM Director Agent Level-2 is supported on systems that are running the following
operating systems:

- AIX

— i5/08

— Linux (xSeries, System p5 and pSeries, and System z9 and zSeries)
— NetWare

— Windows

Focusing on IBM Director 5.10, we selected to show the “managed objects” in Figure 2-6 on
page 52 arranged according to “object type.” We take this opportunity to explain several
things shown in Figure 2-6 on page 52.
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2.4.1 IBM Director Console and managed objects
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Figure 2-6 IBM Director 5.10 console: All Managed Objects

IBM Director 5.10 introduces the term managed objects to represent the managed systems
and devices (such as an SNMP printer). In previous releases, the term used was systems and
devices.

In our example network shown in Figure 2-6, we selected All Managed Objects. Before
capturing the window shown, we used the column heading Name (arranged by...) to sort the
managed objects in the order shown. This window shows:

» A Hardware Management Console (HMC) device that is used to manage system AS55 ([J).
» Four iSeries and IBM @server i5 systems ().

» A Windows IBM Director Console system, P99G2RC, and all IBM Director Agent Level-2
agents ([¥).

» SNMP classified devices, such as LAN printer PRTNP17 (J).
While this chapter on IBM Director 5.10 is not as detailed as the redbook /IBM Director 5.10,

SG24-6188, our example shown in Figure 2-6 demonstrates the IBM Director 5.10 console
screen customization we did before capturing the window shown:

» Selected to view according to IBM Director 5.10 object types

» Renamed the original names “discovered” by IBM Director for all four iSeries and IBM
eServer™ 5 systems shown in the Name (Arranged by ...) column

» “Squeezed” the TCP IP Address and formal host name columns so you cannot see the full
text in these columns
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» “Switched off” the optionally shown right pane for available Tasks that you can perform on
the managed object

Two important notes:

1. Note the yellow triangle with the ! icon (warning) (&) for the Windows workstation running
both IBM Director 5.10 Console and Agent Level-2. This workstation has two LAN
adapters. Though not shown in this chapter, if you select P99G2RCL and perform the
Hardware status task, you would see the warning is for a second LAN adapter that is
disabled. A disabled adapter may or may not be a problem, depending on your
environment.

2. Two of the iSeries systems are “discovered” as both IBM Director 5.10 Agent Level-2
objects and also as SNMP devices. This is because an agent is installed on these systems
(actually partitions on iSeries LPARed systems) and the i5/0OS partition has its SNMP
code activated.

Optionally, with IBM Director 5.10 Windows Console, you can delete these systems from
being viewed under the SNMP object type. This is your choice.

2.4.2 IBM Director Console navigation views

IBM Director console: general navigation (ex 1)
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Figure 2-7 IBM Director Console: General navigation window example 1

Figure 2-7 and Figure 2-8 on page 54 show two examples of the console window.

» In Figure 2-7, you see an example of the window typically used. It essentially is divided
into three separate panes: left (Groups, [), center (All Managed Objects, [J), and right
(Tasks, [¥).

Using your mouse, you can widen or make narrow the width of each of the three panes.
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IBM Director console: general navigation (ex 2)
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Figure 2-8 IBM Director Console: general navigation window example 2

» In Figure 2-8, we have “dropped” showing the tasks pane. The tasks pane is essentially a
graphical representation of the tasks menu list shown in the example.

You can use the circled “arrowheads” to cause a pane to appear or disappear. With 5.10,
there is increased flexibility in controlling the columns of information being displayed and the
order of columns. Using the View menu bar options, there are several ways to order the
information being shown in the Managed Objects pane.

Though not shown, there is a “ticker tape line” area available at the bottom of the console
window. Text that your IBM Director administrator has defined can be continuously shown.
Typically, such text would be defined as part of an action plan for a monitored event that
occurred.
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2.5 What is new in IBM Director 5.10: summary

On-line Help: What's new in 5.10

File Actions

@ IBM Director Help g@@
=

«» % SD ARG
What's new in release 5.10

This topic provides information about new features and enhancements in IBM Director 510

Improvements to how you work in IBM Director

Enhanced user interface
IBM Directar 5,10 contains the following features designed ta improve usability:

# Enhanced user interface allows more intuitive hierarchical viewing of managed ohjects in a single-pane view, the
"classic" three-pane view, or a two-pane combination view

» Mew customizable details view of managed objects

# Toolbar 15 now customizable far users

Event Action Plan wizard
The Event Action Plan wizard now can be launched from B Director Console and used to edit existing event action
plans. In addition, the wizard has been redesigned to improve usability and render it more powerful. You can specify
additional event filters, the systems to which you want to apply the event action plan, and schedule when the event
filters are applied

Improved accessibility
IBM Director 5.10 meets the accessibility standards for Section 508 of the US Rehabilitation Act. The major changesto |
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Figure 2-9 IBM Director: Online help and what is new

IBM Director has so many functions through 5.10 that it is impossible to cover all of them in
this presentation. We recommend using the IBM Systems Software Information Center to
read and investigate capabilities beyond what is covered in this chapter. There is also the IBM
Director 5.10, SG24-6188 redbook, and planned for publication in 2006. However, we want
you to know that when IBM Director Console is installed on a workstation, there is extensive
online help that has a great deal information about the new features of 5.10. The initial
window is shown in Figure 2-9.

From a central console, a user or an administrator (depends on authorization level) can
perform the following functions, as illustrated in Figure 2-10 on page 57:

» Monitor & Alert

» Optimize

» Analyze and Troubleshoot
» Maintain

» Deploy

You can manage a set of heterogeneous hardware platforms and operating systems, which
could include many managed objects, depending upon your network structure.
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Tip: You must plan carefully your IBM Director Agent licenses if you will have an
environment with “thousands” of managed objects (SNMP devices and IBM Director
agents).

Currently, the number of IBM Director Level-2 Agents is limited to 5000 licenses. For the

other levels, 0 = Agentless Management and 1 = Core Services (sometimes named as
Common Information Model (CIM) instrumented), are not subject to the 5000 license limit.

While IBM Director 5.10 is interactively oriented, there are options for scheduling and
unattended activities, as indicated in Figure 2-10 on page 57.

We begin a set of slides that focus on describing, in more detail, the cross-platform functions.
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2.6 Comprehensive platform management with IBM Director

ibm.com/redbooks \ International Technical Support Organization
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Figure 2-10 Comprehensive Platform Management with IBM Director

We started this chapter with an overview of the IBM Director functions across operating
systems and hardware platforms, depicted general network configurations, a defined IBM
Director Agent levels and some general IBM Director terminology and IBM Director Console
window navigation capabilities.

Before describing several cross-platform functions, we provide the next few slides, repeating
some function categorization and network topology information from slightly different
viewpoints:

» IBM Director components from a management function category

» IBM Director topology from a user interface, management server, and managed agent
viewpoint

Deploy

» Remote Deployment Manager (xSeries): Remote Deployment Manager (RDM) facilitates
remote deployment of both IBM and non-IBM systems. RDM allows for remote unattended
installation of new and existing systems. RDM helps automate deployment tasks such as
initial operating system installation, BIOS updates, and disposal of retired systems. All of
these tasks can be done without visiting the remote system.

This means only one IBM Director Console is required to both remotely manage and
deploy supported systems. The combination of IBM Director, RDM, and Software
Distribution Premium Edition provides a powerful set of tools for both management and
deployment.
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>

Virtual Server Deployment (Z/VM): this is the Virtual Server task part of z/VM. See “Virtual
Server Deployment” on page 58 for more information.

Monitor and alert

»

Inventory: You can collect (manually or periodically via the Scheduler) hardware and
software inventory information from the managed agent systems and devices onto the IBM
Director server’s database. This inventory information can be viewed (queried) in many
different ways from the IBM Director Console. You can have the latest information on hand
to assist you with other tasks based upon an installed hardware feature of the software
produce release level.

Hardware Status and Resource/Process monitors: You can monitor for hardware changes
and resource utilization or changes in active processes (process/job started, ended,
number active, and so on.

Event Action Plans: You can define thresholds (such as 70% CPU utilization) for
monitored hardware or resources to define an automated action plan, where appropriate.
You associate a selected action with a threshold for a specific monitor within an Event
Action Plan. You can specify filters, view the event logs, and specify how long to keep a
records of events for later review across a time period. A filter can be used, for example to
say if something happens, it must remain true for five minutes before signalling the event.

Optimize

>

Virtual Machine Manager: IBM Virtual Machine Manager (VMM) is an extension to IBM
Director that allows you to manage both physical and virtual machines from a single
console. With VMM, you can manage both VMware ESX Server and Microsoft Virtual
Server environments using IBM Director. VMM also integrates VMware VirtualCenter and
IBM Director for advanced virtual machine management.

System Availability: System Availability is an optional, no-charge IBM Director extension
that helps you track and report the availability of your servers. Its automated capabilities
and flexible graphical views save you time by tracking the availability of your servers so
that you can rapidly respond to problems and help maintain maximum system availability.

This capability is supported on Windows and Linux operating systems.

Capacity Manager: Capacity Manager is an optional IBM Director extension that helps
optimize your servers' performance and availability. It monitors the utilization of your
servers' resources, helps identify existing or future bottlenecks, and makes
recommendations for improvement. Its predictive, proactive capabilities help reduce
downtime costs. It has built-in, intelligent features to optimize server throughput, utilization,
and performance.

This capability is supported on Windows and Linux operating systems.

z/NVM Center Manager: This is the z/VM Center task and the z/VM environment that z/VM
Center manages. Use z/VM Center to provision Linux systems on virtual hardware that is
based on real IBM System z9 and zSeries hardware and the z/VM hypervisor. z/VM
Center uses the IBM System z9 and zSeries virtualization technologies, in particular
z/NVM, to provision System z9 and zSeries resources in the form of z/VM virtual servers. To
z/NVM, a z/VVM virtual server is a guest virtual machine.

z/VM Center and IBM Director have two tasks:
— Virtual Server Deployment

With the Virtual Server Deployment task, you can define configurations of z/VM virtual
servers and save them as virtual server templates.

Use the Virtual Server Deployment task to manage individual z/VM virtual servers and
operating system instances and to set up templates and Linux guest systems.

IBM Virtualization Engine Platform Version 2 Technical Presentation Guide



A Linux guest system is a combination of a Linux instance and the z/VM virtual server
on which the Linux instance is installed.

— Server Complexes

With the Server Complexes task, you can manage configurations of Linux guest
systems. A server complex is a configuration profile for Linux guest systems and
includes both Linux and z/VM aspects. A server complex can define network settings,
Linux configuration scripts, disk access, and VM Resource Manager (VMRM)
performance goals.

You can automatically configure a Linux guest system by assigning it to a server
complex. You can also create a new Linux guest system within a server complex. When
creating a new Linux instance in a server complex, you automatically create a z/VM
virtual server with a Linux instance that is configured according to the server complex.
For creating a Linux guest system, you require a virtual server template and an
operating system template that have been created by the Virtual Server Deployment
task.

You can make changes to a server complex and then apply the configuration changes
to all Linux instances in the server complex.

A z/VM guest virtual machine consumes a portion of the processor cycles, memory, and
I/O bandwidth of the System z9 or zSeries hardware. All operating systems that can run
natively on System z9 or zSeries can also run on a z/VM virtual server.

Analyze and troubleshoot

» Remote Control/Session: You can use the base Remote Control task to manage a remote
Level-2 system by displaying the screen image of the Level-2 managed system on a
management console. You can specify whether remote control “takes over” keyboard and
mouse interfaces or merely watches what the remote workstation user does.

This is supported on Level-2 managed systems running Windows only. You cannot use
Remote Control on SNMP devices.

» Real Time diagnostics (xSeries): IBM Real Time Diagnostics is systems management
software that runs on your IBM @server xSeries system while the operating system is
active. It can help prevent downtime; thereby increasing your system's availability.

Real Time Diagnostics supports operating in an IBM Director environment for Windows
2003, Windows 2000, Red Hat Linux EL 3.0, and Red Hat AS 2.1. Diagnostics for IBM
BladeCenter platforms can be done without taking the blade or unit off line.

This supports Windows and Linux operating systems.

Maintain

» Scheduler: You can use the base IBM Director Scheduler to run a job composed of single
noninteractive task or set of noninteractive tasks at a later time. Only non interactive tasks,
which are defined as tasks that do not require any user input or interaction, can be
scheduled. You can specify an exact date and time you want the job to be started, or you
can schedule a job to repeat automatically at a specified interval.

» Update Assistant and Software Distribution: The base Update Assistant function provides
the ability to import IBM-provided software updates and distribute them with the IBM
Director Software Distribution. IBM Updates can be imported from UpdateXpress media,
Director CDs, and from files downloaded from an IBM Web site. The importer lets you
import one or multiple updates in one instance. Each update consists of multiple files,
including the actual update and an XML file that describes the update. Both files are
required to import the update into IBM Update Assistant. One example of this would be to
download an IBM Director Agent for i5/0S from an IBM Director for i5/0S server.
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The capability to define your own software package for distribution requires the additional
fee for IBM Premium Edition software distribution capabilities. The additional capabilities
include:

— Creating your own simple software package of, for example, a set of files to be
distributed periodically to managed agent systems

— Creating and distributing wizards for Microsoft Windows Installer packages, Linux RPM
packages, AlX InstallP packages, i5/0S Restore Library, Licensed Program, and
Restore Object packages

More details about the wide spectrum of functions provided by IBM Director 5.10 is discussed
in 2.8, “IBM Director 5.10 cross-platform functions” on page 64.

60 IBM Virtualization Engine Platform Version 2 Technical Presentation Guide



2.7 Topology of IBM Director component and Virtualization
Engine console

IBM Director Topology
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Figure 2-11 IBM Director Topology

The topology carries over from earlier releases to IBM Director 5.10. There are still three
major building blocks. At the top of Figure 2-11, you see The IBM Director Console itself and
the optional Virtualization Engine console.

>

IBM Director Console and optional Virtualization Engine console

The IBM Director Console has full function through either a graphical interface or a
command-line interface. With the Virtualization Engine console installed, from a single
Web browser on your workstation, you can interface with several “product consoles” in
addition to the IBM Director Console. As discussed in Chapter 4, “The Virtualization
Engine console” on page 135, the Virtualization Engine console has optional “bridge”
functions to the supported “other product” console functions. The Virtualization Engine
console bridge to the IBM Director server, as shown in Figure 2-11, can perform the IBM
Director Console functions.

The IBM Director Bridge is an optionally installed component of the Virtualization Engine
console, which allows you to perform IBM Director Console functions without the IBM
Director Console component being installed.

From your browser you connect to the Virtualization Engine console “portlet” running
under a WebSphere Application Server. The Virtualization Engine console has been
installed knowing it can use the bridge to interface with IBM Director server.
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Note: IBM Director server, console, and agent can be ordered, installed, and run on the
supported operating systems. These IBM Director components do not use a
WebSphere Application Server instance to perform their functions.

IBM Director 5.10 CDs are also included in “packages,” such as Virtualization Engine
console and IBM Director, that are associated with the newer releases of i5/0S (V5.3 or
later), and AIX 5L (V5.3 or later), depending on the planned management server
operating system. Many of the Virtualization Engine products (the Virtualization Engine
console, in our context) require an HTTP server instance, a WebSphere Application
Server instance, and an associated WebSphere Portal server to be installed. All of
these products/components are included in the Virtualization Engine package of CDs.

As part of the Virtualization Engine installation wizard process, the installation of any of
the required products detects if one of these products is already installed and, if so,
bypasses installation of that product. One of the choices you are asked to make during
Virtualization Engine installation is what “bridges,” if any, to other products, such as IBM
Director or Enterprise Workload Manager, you want to include with the installation.

See Chapter 4, “The Virtualization Engine console” on page 135 for more information
about this topic.

» IBM Director Server

This system is the central repository of all IBM Director information, such as collected
inventory data, the definitions of “monitors”, and so forth. The IBM Director Console
connects to this server to have the IBM Director function performed or to view the
collected information. As you can see to the right of the IBM Director server “box”, there is
a separate box showing items such as BladeCenter, SMI-S Storage devices, and Simple
Network Management Protocol (SNMP) devices.

BladeCenter is an xSeries-specific hardware configuration and IBM Director provides
special functions for a BladeCenter configuration. A BladeCenter unit consists of a
chassis, one or two management modules, one or more network devices (previously
called switches, up to a total of four), and one or more blade servers (up to a total of 14,
depending on the model).

The chassis is the physical enclosure that contains the blade servers. The chassis has
one or two management modules that contain a service processor. IBM Director discovers
the chassis and gathers information from the chassis by way of the management module.
You cannot install IBM Director Agent or IBM Director Core Services on the chassis.
However, IBM Director Agent or IBM Director Core Services can be installed on the
operating system running on the blade server.

You also see the HMC and service processor and Hypervisor. Specific IBM Director
capabilities for these items are planned for 1Q 2006 and further details were not available
when this redbook was written.

Any statements made about IBM plans are subject to change without notice.
» Agents (managed systems or managed nodes)

These are the hardware and operating system “nodes” that are managed by the IBM
Director server under control of a specific IBM Director Console. The agents are the IBM
Director components that do what the IBM Director server has “told” them to perform.
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Starting with IBM Director 5.10, the single agent component of an earlier release has
become a 3-levels of function agent:

— IBM Director Agent Software is installed for a Level-2 system.
— IBM Director Core Services is installed for a Level-1 system.

— No IBM Director component is installed for a Level-0 system.
SNMP Device

— As discussed before (see Figure 2-2 on page 44), there is a support for SNMP devices
with IBM Director 5.10.

SMI-S Storage

— SMI-S is a industry standard and means Storage Management Initiative Specification,
and is for discovering and managing storage devices.

¢ IBM Director 5.10 uses this standard SMI-S for, for example, IBM entry-level disk
systems IBM TotalStorage DS300 and DS400. You can learn more about this topic
at:

http://www-03.ibm.com/servers/storage/disk/ds/index.htm]
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2.8 IBM Director 5.10 cross-platform functions

IBM Director 5.10 Cross-Platform Functions

» Discovery, Inventory Discover and Inventory my environment

» Monitor, Hardware Status  Let me know if my servers are healthy

» Event Action Plans Define events and actions to notify me if there is a problem
» Process Manager Monitor my important OS and application processes
» Group Management Create and manage dynamic and static groups of systems

> Remote Session/Remote  Establish either a graphical remote session or command line

Control sessions to all of my remote systems

» File Transfer Transfer files and manage directories on systems and groups

» Task Scheduler Schedule and monitor non-interactive management tasks

» Software Deploy firmware, device driver, SW packages to systems or groups
Distribution/Update
Assistant
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Figure 2-12 IBM Director 5.10 Cross-Platform Functions

In this topic, we describe IBM Director Cross-Platform Functions in more detail. While these
functions are named “cross”, there are a few differences between implementation for different
operating systems or hardware environments, for which we give examples. The whole list of
IBM Director Cross-Platform Functions is shown in Table 2-1.

Table 2-1 IBM Director 5.10 cross-platform function summary

Function Description

Discovery Automatically discovers the systems and devices in your environment. You
customize the rules for discovery and can also “manually discover” a specific
host name or IP address. Discovery rules include “discover IBM Director
agents” or “discover SNMP devices.”

Inventory Gathers and stores in a central database information about the hardware,
software, and fix components on your managed systems. The

database can be viewed, exported, and customized. Some of the inventory
collected is displayed regardless of hardware platform and installed operating
system, while some of the information displayed is unique to the hardware
platform and installed operating system. If you had the extended functions for
BladeCenter support, BladeCenter unique information is located here.
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Function

Description

Resource Monitors

Monitors the various resources on your systems, such as CPU and disk
utilization, and lets you know of any problems or unusual situations.
“Threshold values” can be specified as an “event” to trigger an action, such
as highlighting the occurrence on the IBM Director Console or take an action,
such as sending a message, or calling a pager device (see the Event Action
Plan entry later in this table). Some monitors are “the same” across all
operating systems, such as CPU utilization value, while others are unique to
each hardware platform and operating system. i5/0S unique monitors
include file changes, job queues, and message queues.

Process
Management

Monitors the important operating system and application processes and lets
you manage them. For example, you can view, control, and monitor i5/0S
jobs, subsystems, and server jobs.There is also a Process Task function to
run a program (on Windows, Linux, or i5/0S).

Event Action Plan

Defines events and actions to notify you if there is some “problem” monitored
by IBM Director. A simple example is a CPU utilization threshold that has
been triggered. There are many predefined actions that you can take in
response to events. These include run a program on the agent, run a program
on the server, send an e-mail, send a page, send a Tivoli event, display the
event with an associated icon, and others.

Group Management

Creates and manages dynamic and static groups of managed objects, so that
appropriate tasks can be run against all of the managed objects or only a
specific one. Static groups are collections of remote systems that you
manage. Dynamic groups are defined based on inventory attributes, such as
operating system type, installed application, or installed hardware. Agents
dynamically join or leave the group as their inventory attributes change.

Remote Session,
Remote Control

Establish either a graphical remote session or a command line session to
your remote managed system so that you can centrally manage them.
Remote Session is typically a telnet session to the managed operating
system. Remote Control is only supported for Windows systems.

File Transfer

Transfers files and manages directories on systems. This data transfer is
considered an interactive task and, as such, is not available to the job
scheduling IBM Director support. If you get the extended functions with the
Premium Edition of Software Distribution, you can import multiple files into a
package that can be scheduled for later transfer.

Scheduler

Schedules and monitors non-interactive management tasks or jobs
(operating system specific constructs). Any non-interactive IBM Director task
can be run immediately or scheduled to run later.

Update Assistant
(base) and Software
Distribution
(Premium Edition)

Update Assistant enables the deployment of firmware, device driver, fixes,
and software packages, or files to systems or groups. Update Assistant does
not provide the “package build function.” A package built by IBM, for example
the IBM Director Agent software for an i5/0OS system, comes pre-built when
IBM Director Server is installed in an i5/0S system (depends on IBM Director
agents selection).

If you get the IBM Director Premium Edition, you get the ability to create
packages for AlX installation, i5/0OS object, library, licensed program
installation, InstallShield, and Windows Installer RPM. This “advanced
package support” includes building a simple list of data files or fixes into a
package. All of these packages can be scheduled to be sent to multiple
groups at different times.
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Function

Description

Hardware and
operating system

specific extensions?

There are extended IBM Director functions. Some are free downloads and
some have additional costs.

Simple Network
Management
Protocol (SNMP)

Discovers and manages SNMP devices, such as printers or an SNMP server
running on i5/0S.

Administration
Management

Manages IBM Director administrator accounts to control which administrators
can perform which functions on which agents.

Blade Center

Discovers, configures, and manages a BladeCenter chassis and their blades.

Management

Hardware Discovers and manages Hardware Management Console (HMC) systems for
Management pSeries and iSeries. This function will be fully functional during 2006.
Console (HMC)

Integration

Upward Migration

Provides hardware alerts and inventories for IBM and third-party systems
management products, such as Tivoli Enterprise™, Tivoli NetView®, CA
Unicenter TNG, HP Openview, and Microsoft SMS and MOM. This is
available on several operating systems; use the operating system’s Common
Information Management Object Model (CIMOM) support.

a. See 2.9, “IBM Director extensions” on page 67 for more information.
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2.9 IBM Director extensions

IBM Director 5.10 Extensions

Installation base extensions
BladeCenter Management
Rack Manager

Free Web Download
System Availability
Virtual Machine Manager
ServerRAID manager
Web-based Access
z/VM Center
IBM Real Time Diagnostics
Update Express
HMC Manager

Fee Based Extension
Capacity Manager
Software Distribution Premium Edition
Remote Deployment Manager
Virtual Server Deployment and Server Complex (Linux on zSeries)

@ Redmnks wnrks““p IBM Virtualization Engine Version 2.
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Figure 2-13 Separately available IBM Director 5.10 extensions

A large set of functions come with the IBM Director commonly ordered with an associated
operating system. These can be considered “base functions”. There are two extensions that
can be optionally installed as part of the base functions of IBM Director. This section
describes these base extensions as well as “extended functions” that must be downloaded or
additionally ordered.

A common term used to collectively refer to these extended functions is Extension Task
Functions.

Many of the extensions have functions unique to one or two of the supported hardware
platforms or operating systems. The Software Distribution Premium Edition has the most
cross operating system functions among these extensions.

Note that many, but not all, of the extensions listed Figure 2-13 were previously described
under 2.6, “Comprehensive platform management with IBM Director” on page 57.

Base IBM Director install optional extensions

» BladeCenter Management: The BladeCenter Management extension is actually a pair of
tools that work together and are focused on managing the IBM BladeCenter infrastructure.
BladeCenter Configuration Manager allows you to create and edit profiles that include
configuration settings for the components of BladeCenter chassis, such as Ethernet and
Fibre Channel switches, and management modules. These profiles can easily and quickly
be applied to a BladeCenter chassis in your environment. The Network Device Manager
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starts vendor software to manage your switches or other network devices. Depending on
the device, a Telnet window, Web interface, or other software interface is started.

Rack Manager: The Rack Manager is an extension that allows you to group your
equipment in rack suites. Using Rack Manager, you can create virtual racks by associating
equipment, such as managed systems and devices, networking devices, power devices,
and monitors, with a rack in order to visually represent an existing rack in your
environment.

You can use Rack Manager to view hardware-status alerts that occur on managed
systems or devices in a rack. If a rack component has a hardware-status alert, the rack
component is outlined in red, blue, or yellow, depending on the severity level.

Free extensions download

>

Electronic Service Agent™: Allows IBM Director to interface with IBM Support to open
support tickets in the case of hardware failures (including Predictive Failure Alerts):

http://www.ibm.com/support/electronic/

ServeRAID™ Manager: The ServeRAID Manager task manages IBM ServeRAID
controllers or adapters that are installed locally or remotely on servers. You can view
information that is related to controllers, arrays, logical drives, hot-spare drives, and hard
disk drives. Also, you can view configuration settings and events and locate defunct hard
disk drives.

IBM ServeRAID controllers are typically installed on IBM @server xSeries systems.

Web-based Access: This enables a browser-based view of managed system information,
changing alert standard format (ASF) alerts, changing system settings and configurations,
and more. When you install Web-based Access on a managed system, you can access
IBM Director Agent and view real-time asset and health information about the managed
system from a Web browser.

This feature is supported only on Windows 32-bit operating systems.

System Availability: This analyzes the availability of a managed system or group. You can
view statistics about managed-system uptime and downtime through reports and
graphical representations.

This feature is supported only on Windows and Linux operating systems on xSeries
platforms.

IBM Real Time Diagnostics: Real Time Diagnostics is systems management software
from IBM that runs on your IBM @server xSeries system while the operating system is
active. It can help prevent downtime; thereby increasing your system's availability.

It runs on Windows and Linux operating systems.

z/VVM Center: This provisions Linux systems on virtual hardware that is based on real
System z9 and zSeries hardware and the z/VM Hypervisor.

To be able to use z/VM Center, you must purchase the IBM Director Extensions V5.10
feature of IBM Virtualization Engine and Infrastructure Services for Linux on System z9
and zSeries V2.1.

Virtual Machine Manager: This provides management of both physical and virtual
machines from a single console. With Virtual Machine Manager (VMM), you can manage
both VMware ESX Server and Microsoft Virtual Server environments using IBM Director.
VMM also integrates VMware VirtualCenter and IBM Director for advanced virtual
machine management.
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There are instructions for use of the Virtual Machine Manager in the IBM Virtual Machine
Manager Installation and User’s Guide, available on the Virtual Machine Manager Web
site at:

http://publib.boulder.ibm.com/infocenter/eserver/vir2/index.jsp?topic=/diricinfo/fqm0_t_
installing_ibm _director_exensions.html

VMM enables the use of the following virtualization applications in an IBM Director
environment:

VMware VirtualCenter.
VMware ESX Server.
VMware GSX Server.
Microsoft Virtual Server.

When VMM and these virtualization applications are installed, you can perform the
following tasks from IBM Director Console:

— Correlate relationships between physical platforms and virtualization components.

— Report status of physical platforms and their corresponding virtualization components.
— Log in to the management interface of the virtualization application.

— Discover virtualization components.

— Perform migration and power operations on virtual machines.

— Create event action plans that involve virtualization components.

You can refer to 9.2, “For xSeries and BladeCenter: IBM Virtual Machine Manager” on
page 333 to get a more complete description of VMM.

UpdateXpress: UpdateXpress can be used to help reduce the cost of computing by
providing a method to update server firmware and the firmware of supported options
contained within the server on most of your xSeries products. If you have purchased an
IBM @server xSeries server, UpdateXpress is available for download at no additional
charge.

HMC Manager Tools: This is a suite of tools that integrates many Hardware Management
Console (HMC) functions into IBM Director. With this extension installed, IBM Director can
discover and authenticate with an HMC that is managing IBM @server iSeries or pSeries
systems, then present all Central Electronic Complexes (CECs) and Logical Partitions
(LPARSs) that are running on these servers. In this manner, the IBM Director Console can
be used as a single point of management, showing topology and hardware status, as well
as providing power and basic hardware control for these advanced server solutions. If
more extensive management is required, IBM Director can perform an in-context launch of
the HMC directly.

These tools are to be made available during early 2006. At the time this redbook was
written, the tools were not yet available. You cannot perform any IBM Director to HMC
functions until the set of tools become available during 2006.

Fee-based extensions download

The following extensions are fee-based. Please review the information at the Web sites listed
below. You may need to contact an IBM sales representative for additional information:

>

Capacity Manager: This provides proactive performance monitoring and bottleneck
identification and resolution.

Remote Deployment Manager: This enables automated, remote system configuration and
bare-metal OS deployments.

Software Distribution (Premium Edition)
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Enhances the base Software Distribution task by enabling client created distribution
packages, including some operating system specific distributions.

Application Workload Manager: Application Workload Manager (AWM) extends the
systems management capabilities of IBM Director to provide a comprehensive solution for
the allocation, management, and control of system resources on xSeries and IBM
BladeCenter servers, running a Windows or UNIX® operating system.

Designed to eliminate system resource contention and improve performance and reliability
in demanding enterprise environments, AWM integrates tightly with IBM Director to enable

the precise allocation of CPU and Real and Virtual Memory to specific applications.

This product is provided by Aurema, Inc..

For information about downloading, go to:

http://www-03.ibm.com/servers/eserver/xseries/systems_management/ibm director/

and select Downloads.

Table 2-2 shows the list of extended tasks and agent levels required.

Table 2-2 Extended tasks summary: Agent levels required

IBM Director Extension Task

Agent Level-0

Agent Level-1

Agent Level-2

BladeCenter Management?

NA

NA

P
>

Rack Manager

Electronic Service Agent

Hardware Management Console®

ServeRAID Manager

IBM Remote Deployment Manager

System Availability

Virtual Machine Manager

Capacity Manager

Software Distribution (Premium
Edition)

X

X

X X[ X| X| X| X[ X]| X| X

a. No agent required; Director communicates directly with the BladeCenter

management module.

b. For use with iSeries and pSeries systems only. Support is planned for 1H 2006. IBM plans

are subject to change without notice.

1 http://www.aurema.com
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2.10 Discovery of cross-platform functions

Discovery of Managed Objects
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Figure 2-14 Discovery of Managed Objects

Two major functions that are used to get an IBM Director environment up and running with
managed systems are Discovery and Inventory.

Discovery preferences are defined in IBM Director Console.

As discussed earlier, the highest term used for “a thing to be managed” is a “managed
object”. A managed object could be an SNMP device or an IBM Director managed system
(running an IBM Director agent). When you drill down to specific management functions, you
often see the term “system” to distinguish the managed object from an SNMP device.

So throughout this next set of function explanations, we, in most cases, use the term
managed object to be generic, but frequently the examples show specific “object types,” such
as Level-2 Agent, SNMP devices, and so on.

Examples of managed object types that can be discovered are:

» |BM Director Systems (Deployed Operating Systems)

— This represents an operating system within a physical platform. In this context, the
managed system object would be a partition and its operating system would be on a
hardware platform with more than one partition.

— The IBM Director agents would be Level-2, Level-1 (Core services), and Level-0
agentless. See Figure 2-5 on page 49 for more information about managed system
levels 0,1, and 2.
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» Physical or virtual platforms (blade servers or virtual machines)
— Represents the physical server enclosure that can host an operating system.

» For example, discovery of H520/JS20 processor blades or xSeries 440 server prior
to operating system install

— Used by the RDM extension to deploy an operating system to physical platforms or
operating system containers.

— Used by the RDM extension to deploy an operating system to physical platforms or
operating system containers.

RDM stands for Remote Deployment Manager and is an additional cost IBM Director
extension.

» BladeCenter Chassis
— Represents the entire BladeCenter chassis.

— Discovery, management, and some inventory performed out-of-band via the
management module.

— BladeCenter Management and BladeCenter Configuration are customized versions of
Server Management and Management Processor Configuration.

» SNMP Devices
— Represents a SNMP Device like a switch module or printer.
— Support for SNMP Version 1, 2, and 3
In Figure 2-14 on page 71, we show a Level-2 agent discovery preference for manual

discovery of a managed system by specifying one or more IP addresses to discover. In the
next topic, we show an example of automatic discovery preferences.
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2.10.1 Discovery: automatic preferences

hysical Platforms |

Level " Agen termns r SHMP Devices r BladeCenter Chassis

Level 2: IBM Director Agents

® General ' System Discovery {IP}J

Lewvel 2: IBM Director Agents
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(0]54 Cancel |
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Figure 2-15 In Discovery Preferences: Automatically

In Figure 2-15, we show a panel of automatic discovery preferences by first clicking the

General radio button. Specifying General brings up the lower panel with options to specify

how frequently to attempt automatic discovery and:

» Automatically discover IBM Director Agents, which contact the IBM Director Management

Server

Select this check box to have the IBM Director Server add automatically unknown agents
that contact the server to the Group Contents window. This process occurs after the
discovery task is performed by the server. Unknown agents are those not previously

discovered.

» Automatically secure newly detected Agents

Select this check box to instruct the IBM Director Server to automatically secure any

unsecured system that it finds and can manage. When this setting is enabled, the IBM

Director Server delivers its public keys to any system it finds, even if the system is secured

by another server. The IBM Director Server then secures the client, instructing it to not

trust any server for which it does not already have public keys.
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2.10.2 Discovery preferences for naming templates

74

& Discovery Preferences
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Figure 2-16 Discovery Preferences: Naming Convention Template

Another example of a discovery preference is the use of a Naming Convention Template for a
BladeCenter Chassis. Further discussion of BladeCenter naming conventions and available
parameters is beyond the scope of this redbook.

For further IBM Director BladeCenter details, go to IBM Director Information Center.

Important: When a managed system has been discovered for the first time, the systems
appears on the IBM Director Console with a lock symbol associated with it. You can
perform very few functions with this locked managed system until is “unlocked.” This

system is considered locked until you right click the system and select Request Access in
the drop-down menu.
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2.11 Inventory cross-platform functions

Shaded grey cells indicate new with 5.10
Director Inventory. QLer Linux/Windows Power Linux Power Linux | Linux on AlX,
Y y xSeries iSeries pSeries zSeries 15/0S
Base Inventory
via operating system:
eDisk and Logical Drive
eInstalled Memory, Processor Yes Yes Yes Yes Yes
eInstalled Patches and Packages
eNetwork Adapter & IP Address
eOperating System/System Information
ePhysical Enclosure
SNMP Agent Configuration Yes Yes Yes Yes Yes
Serial Number Information Yes Yes Yes Yes Yes
Asset ID/Personalized Data Yes Yes Yes Yes Yes
Lease/Warranty Information Yes N/A N/A N/A N/A
FRU Service Numbers Yes Yes Yes Yes Yes
Memory Modules Yes No No No No
Firmware Yes Yes Yes Yes No
BIOS Details Yes N/A N/A N/A N/A
Processor Details Yes Yes Yes Yes Yes — AIX Only
System Board Configuration Yes Yes Yes Yes Yes
Memory Cache Yes Yes Yes No Yes — AIX Only
Port Connectors Yes Yes No No i50S only
DISK Partition, Geographic Information Yes Yes Yes Yes Yes
( @ Redmnks wnrks““p IBM Virtualization Engine Version 2. © 2005 IBM Corporation. All rights reserved.
- IBM ITSO - International Technical Support Organization

Figure 2-17 Overview: Inventory collected by hardware platform

The Inventory function (also called the inventory task) collects information about installed
hardware and software in your IBM Director environment for all managed systems (Level-0, 1,
and 2), SNMP devices (“agents”), and the IBM Director Management server itself. The
inventory information is logically similar across all managed objects but, of course, unique
based upon SNMP, agent level, and in some cases, operating system.

Figure 2-17 represents the kind of hardware information you get from the various supported
hardware and operating systems.

For our SNMP printer device, an IBM Infoprint® 1120, we viewed our inventory and could see
the device was an BM Infoprint 1120 device with its IP address and host name.

For hardware platforms and operating systems, supported inventory functionality depends on

the installed level of managed system:

» For Level-0 = Agentless Management Base Inventory is supported.

» For Level-1= Core Services and Level-2 = IBM Director Agent, Platform specific Inventory
is supported in addition to Base Inventory (see Figure 2-13 on page 67).

For software inventory, you get operating system unique information. For a Windows XP
workstation, you can view the set of device drivers installed. Device driver information
includes the driver name, driver vendor name, the directory path in which the driver is
installed, and more.

Chapter 2. IBM Director 5.10 75



Collected Inventory information is stored in a database, which you have defined during the
IBM Director Server installation.

2.11.1 Inventory subtasks
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Figure 2-18 IBM Director 5.10 Inventory - Subtasks

Expanding the Inventory task in IBM Director Console 5.10 under Tasks (see Figure 2-18)
shows the following subtasks:

vyVyVvyVYyYVvYyYy

Collect Inventory from All Managed Objects
Custom Collections

Inventory Monitors

Build Custom Query

Edit Software Dictionary

View Inventory: All Managed Objects

If you have never collected inventory, you see three subtasks only:

| 2

Collect Inventory

Performs a collection on an object or group. Specifies first under Server Preferences your
settings for Inventory Collection and then your requests can be sent to collect inventory.
You can monitor the status of that collection.

Custom Collections

Allows you to specify a subset of inventory items for which to collect data.
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» Inventory Monitors

Allows you to monitor for a change in inventory data, both hardware and software, and
generate an event when a change is detected.

» Edit Software Dictionary

You can use the inventory-software dictionary to track the software that is installed on
your managed systems. When adding a new entry, the file is specified and you do not
specify drives or directories that you want the Inventory task to search during the
software-inventory collection process. The software-dictionary file contains predefined
software profiles that recognize most standard software packages after they are installed.
When you install software applications on servers, computers, or devices, the
inventory-query browser displays the new software after the next inventory collection.

If there is an existing inventory, that is, there are records in the IBM Director server’'s
database, you see the additional subtask View Inventory, and the option to build your own
query of the inventory.

Note: An IBM Director Console user must have been given authority to collect inventory
data from all managed objects, for immediate or scheduled collection.

IBM Director can collect inventory data when a managed object is discovered initially and at
regular intervals, or, rather than collecting inventory upon initial discovery, you can schedule
an inventory collection at a more convenient time using the Scheduler feature.

The default interval for refreshing the database is every seven days. You can change the
refresh interval and other inventory-collection parameters using the Inventory Collection
Preferences page in the IBM Director Console Server Preferences window. You also can
collect inventory data on a managed system or group immediately or schedule an inventory
collection using the Scheduler task.
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2.11.2 Inventory: custom collection, inventory monitors, and custom query
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Inventory — Custom Collection and Monitors
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Figure 2-19 Inventory: Custom Collection and Monitors

In Figure 2-19, we show examples of a custom collection (selecting to collect only installed
memory), inventory query browser (device drivers for a PC workstation), and an inventory
monitor (detect when memory is added, changed, or removed).

Using the default IBM Directory query, you can query the inventory database to display details
about properties of a managed system. When you select to view the collected inventory, you
get three folders to select (not shown):

» Custom
» Hardware
» Software

We could spend hours just covering all the ways to look at collected hardware inventory data.
This is beyond the scope of this redbook, but we can tell you that, for hardware, you get a very
long hierarchy tree of hardware categories and some of the tree folder hierarchy may not
show the hardware you expected for a specific hardware platform / operating system
combination. This is depends on how each operating system responds to the inventory
request from the server. You can find the hardware information, but it may require selection of
a few of the hierarchy tree folders before you find the complete information for that specific
hardware platform / operating system combination.

As stated previously, you can use a standard query that is provided or create your own
custom query. See Figure 2-20 on page 79 for an example of a result from a custom query of
iSeries Hardware Inventory.
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2.11.3 Hardware Inventory query: i5/0S example

Example: i5/0S related Inventory enhancements in Director 5.10

Software —added product feature and option values
Hardware — added physical locations
U Added Auxiliary Storage Pool (ASP) inventory
U ScreenCapture shows result of iSeries Hardware Inventory (custom query)

_|Fhysical Resource MName wodel (Ser..| Part Mumber (iSaries..| Serial Mumber (iSeries. | Physical
DEFO0Z 3487 00-00000
DEFO03 wWork station device 3487 OHC 00-00000
DSPOOT Wark station device 3487 OHC 00-00000
DSPO04 Wark station device 3487 OHC 00-00000
DDoo4 Digk unit 4326 or4 arP3030 21-0128DAD
DDoo3 Digk unit 4326 or4 arP3030 21-013348A
Dooot Disk unit 4326 ora arpP2020 21-0123E75
poozo Disk unit 4326 ora arpP2030 21-01233214
DDo19 Disk unit 4326 ova avrP3030 21-013355A
DDo10 Disk unit 4326 074 a7FP3030 21-0133053
DDO15 Disk unit 4326 074 a7FP3030 21-0133FA1
DDoo2 Dizk unit 4326 074 a7P3030 21-0132DED
DDo12 Disk unit 4326 072 a7F3030 21-013364F
DDoog Digk unit 4326 orz a7P3030 21-0133FF3
DDo17 Digk unit 4326 o7z arP3030 21-0133581
DDO16 Disk unit 4326 orz2 arpP2020 21-0131489
pDo1g Disk unit 4326 orz2 arpP2030 21-013400E
DDo1 Disk unit 4326 orz a7P3030 21-0133AFA
DDO13 Disk unit 4326 072 avP3030 21-0133CBS
DDO14 Disk unit 4326 073 a7P3030 21-0133D49E
DSPO0S Wark station device 3178 oo2 00-00000
CTLO4 Wiork station contraller GA59 002 a0n0a0ao0o0an 00-00000 c1
OPTO1 Optical storage unit 6331 002 0000097P3692 00-00000
CTLO4 Wiork station controller BASD 002 Q00000000000 00-00000 c1
ST Ethernet port 2892 0oz Q000097P4485 53-4186021 com
Lin0sg Unknown 2892 0oz 0000097FP 4485 53-4186021 com
DEFO0S WWork station device 3179 ooz 00-00000
cCco1 Communications processar 2892 0oz 0000097F 4465 53-4186021 co
Lino1 Communications adapter 6BO3 o001 00-00000 CO
ChMNOT Communications port GE03 ao1 00-00000
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Figure 2-20 i5/0S related Inventory enhancements in IBM Director 5.10

Figure 2-20 shows hardware inventory information in terms an i5/0S client would understand.
For example:

» Physical resource name: Depending on the Description (iSeries Hardware) column value,
the resource name may appear in i5/0S screens or be used in a “device configuration”
command to associate an i5/0S object name to the actual hardware (resource) card.

» Model (iSeries Hardware): Depending on the Description (iSeries Hardware) column
value, this could convey a LAN adapter capacity or, for a disk unit configured as part of a
RAID-5 set:

— 070: Non-parity member of a parity (RAID) set. Full capacity. Data compression is
inactive.

— 071: Parity member of a parity (RAID) set with sixteen parity members.
Fifteen-sixteenths capacity. Data compression is inactive.

— 072: Parity member of a parity (RAID) set with eight parity members. Seven-eighths
capacity. Data compression is inactive.

— 074: Parity member of a parity (RAID) set with four parity members. Three-fourths
capacity. Data compression is inactive.

— 078: Parity member of a parity (RAID) set with two parity members. Half capacity. Data
compression is inactive.

— 080: Non-parity member of a parity (RAID) set. Full capacity. Data compression is
active.
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— 082: Parity member of a parity (RAID) set with eight parity members. Seven-eighths
capacity. Data compression is active.

— 084: Parity member of a parity (RAID) set with four parity members. Three-fourths
capacity. Compression is active.

» Physical card slot: As circled in Figure 2-20 on page 79, this refers to the actual card slot
used for the device or adapter on an iSeries or IBM System i5™ family system.
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2.12 Monitors and Hardware Status cross-platform functions
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Figure 2-21 Resource monitors

All Monitors are used to provide, for a defined time frame or “forever,” unattended monitoring
of a certain condition. You can get an idea of the monitors available by looking at the left pane
tree structure. In the right pane, we show monitors for CPU utilization, locked memory, and
memory size.

You can define resource monitors for CPU, disk, files, directories, memory usage, processes,
TCP/IP activity, and Windows operating systems devices, performance, and services.
Starting with 5.10, defining and managing a CPU utilization monitor is assisted by the Event
Action Plan wizard.

You can define a monitor to be associated with a specific system or a group of systems
(CORVirtualization EngineTTE, GTO, and so on). You can also monitor some resources of
one or more SNMP devices.

A monitor can record data collected at a specific time that can be reviewed and, depending on
the defined monitor object, graphed at a later time.

You associate an IBM Director Event with the monitor to highlight an icon, or “send a
message” or take some other action, such as sending an alert to a Tivoli monitoring products.

Sometimes monitors are combined with activities like running a command, all in unattended
mode.
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With some resource monitors, you can set thresholds to detect potential problems with
managed systems or devices. When a threshold is met or exceeded, an event is generated.
You create event action plans to respond to resource monitor events.

Example of a resource monitor: CPU utilization on an i5/OS partition
Resource monitors and thresholds are configured for a managed agent, using the IBM
Director Console connected to an IBM Director server. When the monitored conditions
occurs, the agent generates an event and reports the condition back to the IBM Director
server.

The next set of slides and figures provide an example of setting up and using a CPU resource
monitor for an i5/0S partition:

1. Select the system or group whose resource(s) you want to monitor.
2. Select the resource monitor, i5/0S CPU utilization, in our example.

You can define a single resource monitor with multiple resource types being monitored
within a single monitor. The resource monitor can be assigned to a single system or group
of managed systems that you created. Multiple operating systems can be monitored within
the resource monitor, but some “available resource types” may be unique to a specific
operating system.

In our CPU utilization example, note that the i5/0S CPU utilization resource type is distinct
from a CPU utilization resource for an xSeries system running, for example, a Windows
operating system. We also show only a single managed system being monitored. When
starting out with IBM Director’s resource monitoring, we recommend defining a monitor
with a single resource type (available resources) for a single system being monitored.
Then add an event action plan to experiment with automated actions.

After you gain experience, you can progress to defining a resource monitor with more than
one resource type and over a group of managed systems running the same operating
system. You can progress to more complex resource monitoring, depending on your
particular network and types of operating systems supported.

3. Define a threshold for a selected resource type.

In our example, we selected an i5/0S resource (CPU % utilization) and specified an
Above or Equal value of 70%. We also specified how long CPU % utilization must last
before signalling an event. In a real environment, you would specify a longer time value
than the one minute value we use in our example. You can also specify how long to wait
before another occurrence of the event is signalled.

4. Start the monitor by associating it with a managed system or group. In our example, we do
not show defining an event action plan and associating it with the threshold and resource
type being monitored; we merely trigger an event. Later in this chapter, we show setting up
an event action plan to take some automated action.

5. Look at the IBM Director Console all managed objects pane and note that a visible icon
has appeared, which mean that a threshold event has occurred.

6. View the event log to see all the defined events that have occurred over a period of time.
Note that events in addition to the ones for our CPU % utilization threshold are shown in
our example. In our example, some IBM Director default events are shown, such as “user
xxxx has logged on.” You can turn these off.

The example starts by showing the selection of an i5/0S CPU percent utilization resource.
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Step 1: Create a resource monitor
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Figure 2-22 Resource Monitor: CPU Ultilization i5/0S environment (AS55)

Using Figure 2-22 as a base:
1. Create a Resource Monitor for CPU Monitoring in a i5/0S environment.

a. In IBM Director Console, select the system (AS55, in our example) in the view All
Managed Obijects.

b. Select Tasks — Resource Monitors — Monitor Resources.
The New Resource Monitors: AS55 window appears.

In order, expand Director Agent — i5/0S System Monitors — System Statistics.
Double-click CPU Utilization % . This action produces the right pane shown in
Figure 2-22.

e. Click File — Save As. A new window pops up. Enter a name meaningful to you for this
monitor. In our example, we use AS55CPUmon.
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Step 2: Setting up a CPU utilization threshold

T I System Threshold: AS55
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Figure 2-23 Resource Monitor: Individual Threshold

2. Now, define a specific Threshold inside your created Monitor AS55CPUmon.

a. Right-click the cell under Selected Resources in the right part of window of our defined
monitor. The menu list shown on the right of Figure 2-23 appears. This takes you to a
new window, shown in the right pane of Figure 2-23.

b. In this simple example, we set above 70 (percent) for a High Warning threshold. We
selected a minimum duration value of 1 minute, just to capture the windows used in this
example as quickly as possible. In real life, you would not want this threshold triggered
for normal short spikes of high CPU utilizations.

You can select additional thresholds, such as High Error, Low Warning, Low Error.

Note the Record option in the same list containing the Individual Threshold option. The
Record option lets you specify how long to retain threshold event occurrences. You can
later look at this information over a period of time to observe peaks and valleys.

c. Click OK in the same window.
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Step 3: Starting and reviewing a resource monitor with a managed object

‘Console Tasks | Associations| view Options Window Help

v-o % & 0-m- 22 B-0-7-1-

Groups ‘er ﬁnu Managed Objects W
D—@ All Groups MName & | | | Operating Systermn TE
—i Al Managed Objects o-f Asss . IEMiSiOE™ 53 +—E
—mﬂ Chassis and Chassis Members E—ﬁ Resource Monitars —‘5
— & Clusters and Cluster Mermbers |—£
—8 Hardware Status Critical — B PeaGIRCL o Microsoft Windows XP™ 5.1 |—1§‘
—ﬂ Hardware Status Infarmation % TOT1BB MicrosoftWindows XP™ 5.1 E
—& Hardware Status Warning =

— T HMC and HMC Mermbers

—E Lewvel 2: IBM Director Agents
Platforms and Platform Members
—|:| Racks with Members

—-ﬁ Scalable Systems and Memhers

— &7 Gystemns with ASF w

File Edit View Help

% % B

All Available Thresholds
Target Aftribute

Enahbled

Description
| Threshald ...

—g Systemns with ASF Secure Remote Management
—2F gystems with Asset ID

CPUThres Individual

Figure 2-24  Definition Association

d. From the IBM Director Console shown in Figure 2-24, select Associations —
Resource Monitors. For AS55, expand Resource Monitors — All Available
Thresholds. You can start the monitor here. You could also have scheduled the
monitor to run only on certain dates and time. We have not shown this here.

e. As shown, AS55CPUThres has been started (enabled). From here, if you wish, you
can further customize your defined threshold. In our scenario, we return to the IBM
Director Console to keep an eye on our monitor.
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Step 4: Monitoring your resource monitor
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Figure 2-25 Message shown after Monitor and Threshold is up and running and a condition is reached

3.

In the IBM Director Console shown in Figure 2-25, there is an icon next to AS55 and some
“bubble text”, which means that one or more thresholds are in the warning or critical state.

For brevity’s sake, we did not specify any automated actions in our example. We do,
however, show the “events log” so you can get an idea of the logged information available

to you.
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Step 5: A resource monitor event log
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Figure 2-26 Event Log AS55 with an entry about a critical situation

One of the highlights of IBM Director’s resource monitor support is that you can go back and
look at past events. You can also specify how long to retain recordings. For certain resources,
you can graph the retained records.

In our example in this section, we look at event logs.

4. Select your managed system (in our example, AS55) in the All Managed Objects view.
Select Tasks — Event Log — Event Log: AS55.

A new window pops up, which shows all the event log entries for AS55; note that a critical
event is included. When you pass your cursor over this message, you get more details, as
shown in Figure 2-26.

You find more examples of using Resource Monitors in IBM Dlrector 5.10, SG24-6188,
including:

— CPU Monitoring

Disk Storage Monitoring

File Monitoring

Process Monitoring

Tips:
Process Monitoring is a sub function of Resource Monitors, and gives you more options,
such as information about:

» Total execution time
» Current active processes
» Maximum running at once (today or yesterday)

Process Management, not Process Monitoring, gives you information about process state
changes.
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2.13 Inventory monitors
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Figure 2-27 Inventory monitor: Hardware example
Inventory Monitors are available as a subtask under Inventory (see Figure 2-18 on page 76).

An Inventory Monitor allows you to track changes in collected inventory data, both hardware
and software. In the Inventory subtask, select Inventory Monitor — Create.

in Figure 2-27, we have already selected to monitor hardware inventory memory. We have
also expanded the memory classifications on the right pane and selected to monitor memory
that is added, changed, or removed.

We do not show any more details on monitoring inventory. After saving our monitor
JCMemMon, you have to find this monitor on the IBM Director Console and drag it to a
system or a managed group in order to associate the defined monitor to the system or
systems in the group.

To get any information from your monitor, you also need to define and associate an Event
action plan with the monitor. Then you can run the monitor and observer any memory
additions, removals, or changes.
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2.14 Hardware status
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Figure 2-28 Hardware Status: Icons

The hardware status function (task) of IBM Director is able to show you, at a glance, possible
troubles with your managed object. This function is separate and distinct from resource
monitors.

There are different severity level errors and for each severity there is a special icon. For
example:

» Red: Critical error

> Yellow: Error with warning status

» Blue: Error with informational status
as shown in Figure 2-28.

If one system has more than one error, for example, one critical error and two warnings, then
than highest error in this example (critical error (red icon)) will be shown, and yellow icons for
both warnings are not shown. You must drill down to see all the error/status details.

In addition to this “at a glance” view, with icons, there is a hardware status window with details
about each error. We do not show an example in this chapter.
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Note: To prevent getting unnecessary messages, there is a option called Ignore Events.

A typical situation could be that an IBM Director managed system has two Network
Interface Cards (NICs). The first one is used (for example, the typical Ethernet card) and
the second is not used and offline. An example on many PCs is the Wireless NIC. By
default, you get a yellow warning icon and message, saying NIC 2 is offline. Of course,
this is “normal” in many office environments.

You can ignore this event by selecting Tasks — Hardware Status. Select your workstation
and then Communications. Your NIC interfaces will be shown. Right-click the wireless
NIC and select Ignore Events.

Please note that this Ignore Events feature does not survive a reboot of the managed
system or workstation. The error indication will probably reappear after you reboot your
workstation.

The Hardware Status can also be launched from the Hardware Status Dashboard in the lower
right corner of IBM Director Console.

Please note two points:

» The Hardware Status task can be applied to individual objects or to groups to view the
status.

» Even though the Hardware Status task is an IBM Director base Task and will be used with
IBM Director Console, you need, for managed systems, to have the IBM Director software
installed, as shown below:

— The Hardware Status is supported on a managed system with Level-1 or 2. This
means that you need one of the following installed.

* For Level-1: Core Services have to be installed on managed systems
* For Level-2: IBM Director Agent has to be installed on managed systems

When an agent Level-1 system is discovered and unlocked, the hardware status gets the
initial status. All subsequent updates to the Hardware Status GUI for the system are made as
a result of asynchronous events sent to the Director server by the system. The initial status for
a system is retrieved:

» When an already discovered agent Level-1 system goes from an online to an offline state.
» When the Director server managing the system is restarted.

» When a new agent Level-1 system is discovered and unlocked.

» When an already unlocked agent Level-0 system is promoted to agent Level-1.

90 IBM Virtualization Engine Platform Version 2 Technical Presentation Guide



2.15 Event action plans cross-platform functions
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Figure 2-29 Event action plans: Overview

Use event action plans to specify actions that are performed in response to events that are
generated by a managed object. Managed objects include, but are not limited to, Level-0,
Level-1, and Level-2 managed systems, SNMP devices, BladeCenter management modules,
platforms, and switches.

An event action plan is composed of two types of components:
» One or more event filters, which specify event types and any related parameters

» One or more event actions, which occur in response to filtered events

You can apply an event action plan to an individual managed object (an example is shown in
Figure 2-32 on page 96), several managed objects, or a group of managed objects.

By creating event action plans and applying them to specific managed objects, you can be
notified by e-mail or pager, for example, when a specified threshold is reached or a specified
event occurs. Alternatively, you could also choose to specify an event action plan to start a
program on a managed object (IBM Director Server or any managed system) and change a
managed-object variable when a specific event occurs. You can use any event, including
process-monitor and resource-monitor events, to build an event action plan.

When you install IBM Director, a single event action plan is already defined, in addition to any
that you create using the Event Action Plan wizard. There is an event log that records the
history of all event action plans.
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Event Action Plan Wizard
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H H ‘A Event Action Plan Wizard B
U Simplifies the okl
f . ¥ Mame Event Filters
process 0 Creatl ng ¥ Systems Aneventis a message from a process or device that something has changed. An event filter is a set of
. possible changes thatidentify the event. Choaose the event filters that you would like to add to vour

an event action plan  |[EEREEEEIN < pian

. . Actions
[ Hardware Predictive Failure Analysis events
and applying it to a s \
[ Emsironmental sensor events
S

g ro u p Or SySte m Hmimany [ Storage events

U Starts integration 01 Security avents
H [J IBM Directar Agent offline
monitor thresholds
(like CPU Utilization)
CPU utilization events are sentwhen a user-defined threshald has heen met or exceeded. For

Into a Stream I i ned example, a group of processes that were not stopped by a parent process correctly, either in error or

hecause of a virus, might cause long-term, increased CPU utilization. When vou choose this event

CPU Utilization

H filter, the wizard creates a resource monitor to frack CPU utilization in one or more selected systemns
wizard
Mote: The wizard cannot apply a resource monitor to groups or locked systems. The CPU uiilization
event filter will not filter events on these systerns, You can create and apply a resource monitor using
D Used to Crea‘te a'nd the Resource Monitor task in IBM Direcior Consale. You must request access to the locked systems
H hefare you apply the resource manitor. After vou apply the resource monitor to these groups ar
later modify Event
1 1 CPU utilization threshold %
Action Plans built leatan reshals. |
with Wizard
[E== Reawy < Back Mext = Cancel ‘ Help ‘

@ Redmoks womsnop IBM Virtualization Engine Version 2. © 2005 IBM Corporation. All rights reserved.

IBM ITSO - International Technical Support Organization

Figure 2-30 Event Action Plan Wizard

You can build an event action plan by selecting Tasks — Event Action Plans — Event
Action Plan Wizard. As shown in Figure 2-30 in the left navigation area, we have already
named the event action plan and passed the step to assign the event action plan to systems.
We could have specified systems during that step, but we can also associate the defined
event action plan later to a managed system or a group.

You can combine event filters and event actions to easily create an event action plan.

In the Event Action Plan Wizard Event Filters page, select the check boxes adjacent to the
types of events you want to monitor. You can select the following event filters:

» Hardware Predictive Failure Analysis® (PFA) events

These events are sent when failure of a computer subsystem is imminent. Some of the
subsystems for which IBM Director sends PFA events include hard disk drives, voltage
regulation modules, power supplies, and thermal sensors.

» Environmental sensor events

These events are sent when environmental sensors built into a system board detect that a
manufacturer-defined threshold has been exceeded, for example, a fan shaft might have
stopped.

» Storage events

Storage events are sent when there has been a change in the status of a storage
subsystem. Examples might be the failure of a hard disk drive or a logical drive that has
been rebuilt.
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» Security events

These events are sent when there has been a change in the status of physical security. An
example might be that someone has removed the system from the LAN or opened the
system enclosure.

» IBM Director Agent offline

An IBM Director Agent offline event is sent when IBM Director Agent stops running
because the program either failed or was intentionally stopped.

» CPU Utilization

CPU utilization events are sent when a user-defined threshold has been reached or
exceeded. For example, a group of processes that were not stopped by a parent process
correctly, either in error or because of a virus, might cause long-term, increased CPU
utilization. When you choose this event filter, the wizard creates a resource monitor to
track microprocessor use in one or more selected systems.

Note: The wizard cannot apply a resource monitor to groups or locked systems. You can
create and apply a resource monitor using the Resource Monitor task in IBM Director
Console. You must request access to the locked systems before you apply the resource
monitor. After you apply the resource monitor to these groups or previously locked
systems, the event filter will start to filter these events.

» Memory use

Memory use events are sent when a user-defined threshold has been met or exceeded.
For example, a memory leak, caused by a process that has been stopped unexpectedly
without freeing resources, might occur. When you choose this event filter, the wizard
creates memory-used and memory-available resource monitors to track the memory use
in one or more selected systems.

Note: You cannot apply memory-used and memory-available resource monitors to
systems running NetWare or i5/0S.

Click Next to go to the wizard’s event actions window. We do not show the event actions
window or the succeeding ones in this chapter. We do, however, describe the steps to
complete the definition of the event action plan.

You have three options for event actions:

» Select the e-mail check box if you want to be notified by e-mail when an event occurs.
Then configure the e-mail notification fields.

» Select the Pager check box if you want to be notified by pager when an event occurs, in
the Select the notification window. Then configure the pager notification fields.

» If you want to start a program as a result of the event, select the Start program check box.
Then configure the start program instructions.

Click Next.

The next wizard window is the Time Range page. In this window, choose the period of time
over which you want to collect the events. You can select All day to enable the plan to be
active all the time. Or you can select Custom to choose the time range for the plan to be
active during specific days of the week.

Click Next.
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In the Event Action Plan Wizard, on the Summary page, verify the details of the event action
plan. If you need to make changes, click Back.

Click Finish.
The event action plan is saved.

To locate the new plan, in the IBM Director Console, select Tasks — Event Action Plans —
new plan. The new plan is the name you previously assigned in the wizard. The plan also
appears in the Event Action Plan Builder, and under the systems or groups that the plan is
applied to when Event Action Plans is selected in the IBM Director Console Associations
menu.

Tip:
It is a good idea to create your first event action plan (EAP) using the following steps:

1. Create an EAP using the Event Action Plan Wizard.

It is important to note that not all possible actions are shown and selectable when
defining an event action plan using the wizard.

2. Test your first EAP by applying it to one or two managed systems and verify that the
EAP is working.

3. After verifying the EAP is working, you can enhance your EAP using the Event Action
Plan Builder.

4. In the EAP Builder, you have ALL actions available. There are several and covering
them is beyond the scope of this chapter.

5. Test your modified EAP again with a few managed systems.

6. Apply your EAP to the necessary systems.

Figure 2-31 on page 95 shows the full and complete options available for event action plans
using the Event Action Plan Builder.
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Event Action Plan Builder

Event Action Plan Builder
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Figure 2-31 Event Action Plan Builder

You can access the Event Action Plan Builder using the IBM Director Console Tasks menu
bar. Select Tasks — Event Action Plans — Event Action Plan Builder.

Looking at Figure 2-31, you can see the impressive set of event action plan capabilities:

» Logging options
» Event filters
» Event actions

Some of the capabilities worth noting include:
» Event filters

— Simple event: This is the default. IBM Director provides many predefined filters. These
predefined filters are useful for creating generic event action plans. Several of these
filters use the severity of the event as a criteria to allow events to pass through. The
Critical Events filter is concerned only with events of critical severity. The Fatal Events
filter is concerned only with events of fatal severity, and so on.

The All Events filter passes through any events that occur on any managed system.
Carefully consider the use of the supplied Simple Event Filters, as many of these are
quite broad in what events will be caught, leading to potentially numerous alerts being
generated. For example, there could be a critical CPU utilization event and a critical
storage event, and if both those systems have an event action plan that filters for
critical events, then the defined action would occur for both.

— Duplication event: Allow for duplicate events to be ignored, in addition to the options
given by the Simple Event Filters.
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— Exclusion event: Allow the exclusion of selected event types, in addition to the options
given by the Simple Event Filters.

— Threshold event: Allow the selection of an interval or count threshold that must be met,
in addition to the options given by the Simple Event Filters.

As shown in Figure 2-31 on page 95, the Actions list is quite impressive. You can see that it
includes the actions available when creating the event action plan with the wizard, but the list
also shows many more. Note that there is a Tivoli Enterprise Console® (TEC) event with a
TEC console.

Event Action Plan Association
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Figure 2-32 Event Action Plan Association

Note: Similar to resource monitors, you must associate an EAP with a managed object.
After you have created an EAP, you must drag it to a managed object or group to associate
the event action plan with a certain set of machines. This step “activates” your EAP.

You can see the established association in the IBM Director Console under All managed
objects, as shown in Figure 2-32 on page 96, after you select Event Action Plans under
Associations.
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Event Action Plan up and running

Event Action Plan up and running
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Figure 2-33 Event Action Plan up and running

An example for an activated event action plan is shown in Figure 2-33. Our action plan is to
display the event occurrence in the console’s “ticker tape area” at the bottom of the window.

The ticker pops up if a critical event is detected in system AS55. In our example, a critical
event is CPU utilization higher than 70%. We defined this in 2.12, “Monitors and Hardware
Status cross-platform functions” on page 81.
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Event Action Plan Event Log example
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File Edit “iew Options Help

% B
Events (15) - Last 24 Hours

Date | Time Event Text System .. Severity | Category
100452005  4:50:28 PM User TOT188' (TOT188) logged on server from 's... ASSS Harmless Alert
100452005  4:35:29PM  User TOT188' (TOT188) logged on server from 's... ASSS Harmless Alert
100452005  4:34:483PM  User TOT188' (TOT188) logged off server fram 'si... ASSS Harmless Alert
100452005  4:27:59PM  User TOT188' (TOT188) logged on server from 's... ASSS Harmless Alert
42735 PM  User TOT188' (TOT188) logged off server fram 'si... AS55 Harmless Alert
4:25:00 FM  |Manitar PLIThres' Informational: 'GP LU farr \ 2ES
32845PM  User TOT188'(TOT188) logged on server from 's... A355 Harmless Alert
100472005 32023 PM User TOT188' (TOT188) logged off server fram 'si... ASS5 Harmless Alert

10/4/2005 3:08:00 PM  Monitor 'ASS5CPUThres' High Errar: 'CPU Utilizat.. AS55 Critical Alert
100472005  11:27:34 AM Swstermn AS555'is online ASSS Harmless Resolution
100472005  11:15:20 AWM Svstermn AS555'is offline AS55 Harmless Alert
100472005 10:59:46 AWM Swstermn AS555'is online ASS5 Harmless Resolution
100472006 10:69:34 A User TOT188"(TOT188) logged on server from 's... ASH5 Harmless Alert
100472006  10:44:54 AWM Svsterm AS555' is offline ASS5 Harmless Alert

100472006 8:14:08 An User JCOOK! (JCOOK) logged on sereer from 'S ASSS Harmless Alert

(\@ Hedmoks wo.kshop IBM Virtualization Engine Version 2. © 2005 IBM Corporation. All rights reserved.

IBM ITSO - International Technical Support Organization

Figure 2-34 Event Log examples
In our simple example, we selected to display all logged events, as shown in Figure 2-34. The
Log All Events event action plan has the following characteristics:

» It uses the event filter named All Events, a simple event filter that processes all events
from all managed objects.

» It performs the action Add to the Event Log, a standard event action that adds an entry to
the IBM Director Server event log.

There are several ways to get to the event log window. One way to get this from the IBM
Director Console is to select Tasks — Event Log — Event Log — Open.
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Resource Dependency Service

Resource Dependency Service provides the connection of business processes to resources
within the IT infrastructure by automatically discovering both IBM and non-IBM resources.
The resources are then grouped together to create a topology. A client may then use this
topology to identify resources in the infrastructure, discover side effects of problem resources
or operator actions, as well as plan for disaster recovery.

As part of the process of building the topology, these resources, their dependencies, and their
interactions need to be expressed in a consistent and standardized way. The standardization
allows different components from different sources to be used according to a uniform type of
description. Standardization allows different vendors to develop implementations that exploit
the same interfaces; thus, solutions can be built with components from different sources.
Resource Dependency Service creates an interface to the resources that allows them to be
accessed in this standardized way.

Resource Dependency Service provides different tools that acquire the characteristics of
infrastructure resources and, using these characteristics, it will be able to present the
resources in a uniform and standardized way, called the Resource Model.

Resource Dependency Service is a new component of the IBM Virtualization Engine Version
2. This chapter:

» Defines what is a manageable resource

» Describes the Resource Dependency Service available tools

Describes the Resource Model

v
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3.1 Modeling the I/T Infrastructure with virtual resources
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Figure 3-1 IBM Virtualization Engine platform overview

The traditional approach to managing an organization’s I/T infrastructure consists of using a
set of disparate methodologies and tool sets for various heterogeneous and disjointed
proprietary systems. Void of unifying shared standards, models, and frameworks, the I/T
infrastructure has grown very complex and its management has become very
resource-intensive and error prone.

The complexity inherent in the typical organization’s I/T infrastructure has significantly
hindered the implementation and automation of many essential services to simplify its
management and use. These services include:

» Workload management

» Business resilience management

» Infrastructure orchestration and provisioning
» Resource use optimization

» Heterogeneous resource interoperability

» Consolidated and comprehensive resource inventory, monitoring, access, and
management

» Problem management
» Asset management
» Change and configuration management
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In order to facilitate the implementation of advanced services such as those listed above,
organizations need to build two fundamental enabling pillars:

» The first one is to create a mechanism by which the actual I/T infrastructure can be
accurately documented and viewed. Because of the sheer complexity and size of most I/'T
environments, such a mechanism must facilitate the automatic discovery and
documentation of all relevant elements of the infrastructure (for example, storage, servers,
operating systems, networks, and applications).

» The second fundamental building block that needs to be provided is the creation of a
unifying abstract representation of the I/T infrastructure so it can be more easily
understood, accessed, and managed.

The overall goal for the implementation of Resource Dependency Service is to create an
environment where the infrastructure elements are abstracted into virtualized resources,
which are managed, and accessed in virtual form. Resource Dependency Service does
provide some essential elements of this virtualized environment, such as:

» Facilities (tools) for modeling and mapping of the infrastructure (infrastructure model).

» A software framework to allow for standards-based programmatic access to the
infrastructure model.

From a user’s perspective, Resource Dependency Service provides technology support to

facilitate the following activities:

» Automatic discovery of IBM and non-IBM I/T infrastructure resources

» Definition of identity properties for a manageable resource

» Identification of resource dependencies and relationships

» Logical grouping of resources to reflect business objectives

» Definition and creation of I/T infrastructure topologies that can be managed and accessed
programmatically

» Dynamic extension of the overall interface and behavior of the manageable resources

» Leveraging of industry standards related to management function and pervasive
manageable resource models

» Use of an abstract model to represent resources, types, and relationships for the I/T
infrastructure

» Use of a standards-based software framework to access and manage the abstract
infrastructure model in a coherent and consistent way

The listed technical capabilities enabled by Resource Dependency Service create value for
organizations in three tangible ways:

1. They facilitate the assessment of the organization’s current I/T environment for exploitable
resources and the relationships between themselves and to business functions. Resource
Dependency Service helps improve the accuracy of inventory records for the I/T
infrastructure.

This infrastructure information can be used to estimate the impact of planned or
unplanned resource outages of various I/T resources on business operations.

2. They create a connection between the organization’s current I/T environment and a more
flexible and standard service-oriented infrastructure that can be used as a foundation for a
flexible and efficient business.
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This is done by providing access to the I/T resources and their management via
technology standards, such as Web services interfaces, Web Services Resource
Framework (WS-RF), Managing Using Web Services (MUWS), and others (see 3.2, “A
manageable resource” on page 103).

An service-oriented infrastructure enables and supports a flexible organization whose
business processes can be more easily changed to reflect business environment
changes. Moreover, a service-oriented infrastructure leverages the use of infrastructure
elements from heterogeneous vendors via the adoption and use of the mentioned industry
standards.

3. They provide essential building blocks that readily enable the organization to take
advantage of other advanced technology services that can exploit the service-oriented
infrastructure. These include automated workload management, enhanced business
resilience, resource optimization, and automated asset provisioning.

Resource Dependency Service provides an essential building blocks for these
management disciplines and services. For example, organizations could build business
function level granularity for recovery, with differentiated levels of service for workloads,
based on the business impact of resource outages. The automated provisioning of
infrastructure resources can be made more simplified and efficient by removing the
complexities of vendor proprietary technologies and encapsulating them away from the
business logic.

The Virtualization Engine platform propose a view where I/T resources are virtualized by
resource virtualizers. These resource virtualizers are implemented by IBM technologies and
offerings. The resource virtualizers create logical (virtual) resources and these become part
of the I/T infrastructure along with the physical resources. The virtual and physical resources
are modeled and mapped into a standards-based model of the I/T infrastructure through the
Resource Dependency Service component.

IBM plans to make all the resources in the standardized model accessible to any client
application via a standardized set of programmatic interfaces, which can be built based on the
resource model, provided by Resource Dependency Service.! In this release, these
interfaces are not externalized.

' IBM plans are subject to change without notice and this information represents goals and objectives only. Such
information is not intended as a definitive statement of a commitment to specific levels of function or delivery
schedules.
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3.2 A manageable resource

Any component that needs to be managed must be a manageable resource. A manageable
resource is represented in a WS-RF compliant component that expresses the manageability
of the resource.

A manageable resource is a resource that has a management interface with operations that
control the state and the function of the resource. Managed resources are represented in
Web services; managed resources are managed through a Web service and the exposed
state of the resource is represented in a WSDL interface; and manageable resources are
made accessible through Web service communication protocols.

Note that in this release, the manageable resources created by Resource Dependency
Service cannot be used to control state and function; the manageable resources created by
Resource Dependency Service in this release are mainly for visualization.

3.2.1 Anatomy of a manageable resource

The Anatomy of a Manageable Resource

External
Web Services
Interface

From the perspective of the client, the manageable
resource is a single encapsulated instance exposed
through the external web services interface.

Resource Model

(WSDL)

Manageable

Resource Internal implementation provides mapping and federation

of resource state, management operations, events
and relationships.

Web Service
Implementation

proprietary
communication

Native
Resource
Instrumentation

Existing resource implementations can be extended and
adapted to allow the integration with the On Demand
management infrastructure.

Internal
Implementation
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Figure 3-2 The Anatomy of a Manageable Resource

Figure 3-2 shows how a native I/T infrastructure element, such as a server or a storage
device, is wrapped with code using the adapter design pattern. This adaptation federates the
special (and usually proprietary) access to the native element and externalizes services (via
WSDL) for its standardized access. The internal implementation of the element is not
exposed externally to the client applications. Client applications use the externalized Web
services interface. This essentially creates what we call a modelled Manageable Resource
(MR).
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Figure 3-2 on page 103 represents the basis of the manageable resource:

> ﬂ represents the external interface of the resource, through which a resource can be used
by an external user. This interface exposes the resource model externally through Web
services, meaning the interface is deployed in an operating environment, in this case,
WebSphere. Any user with the Web services knowledge is able to reach the resource.

» [Jimplements the framework that can be defined as a set of available properties and
functions defined with standards that can be used by the Web services. The framework
will map the native interface to a standardized model.

» [M represents the native resource that is not modified by the model. The native resource
itself will still be targeted internally by using its own usual interface.

Resource Dependency Service as part of the Virtualization Engine is built upon industry
standards and other technologies and trends, which are likely to become standards. The
basic set of standards is described in 1.4, “Standards: from OGSI to WSDM” on page 13.
These standards include Web services, WS-RF, WSDL, and WSDM, which are developed by
groups like the Organization for the Advancement of Structured Information Standards
(OASIS) and the World Wide Web Consortium (W3C). Aside from these foundational
technologies and standards, Resource Dependency Service uses additional ones, which
were not described before in this redbook. We will cover them in this section using Figure 3-2
on page 103 and Figure 3-3. More information about OASIS and W3C can be found at the
following URLs:

http://www.oasis-open.org/who/
http://www.w3.org/

3.2.2 Exploiting standards

Manageable Resource Decomposition and Standards

Management
Applications

MR Model (WSDL)

Resource Specific Resource Specific Common Information Model (CIM)
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i . WS-ResourceFramework (WSRF)
Web Services Web Services WS-Notification (WS-N)
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MR Web Service
Resource
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Figure 3-3 Manageable Resource Decomposition and Standards
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An essential characteristic of the service-oriented infrastructure is its ability to allocate,
assign, monitor, and adjust the use of the resources in the infrastructure in accordance with
business policies. The extent to which a resource in the system can be managed depends on
its ability to represent itself through an interface. Resources types include hardware
(processors, network devices, storage, and so on), software components (database
managers, application server middleware, message queues, and so on), business application
components, as well as data and users. This interface is called the manageability interface.
Resources can be divided into resource providers (for example, Server, Storage, Network,
and Software) and resource exploiters (for example, EWLM, TIO, and so on).

Resource Dependency Service introduces a base set of interfaces, consistent with those
being standardized by the OASIS WSDM work. Manageable resources are expressed as
WS-RF compliant Web services. Existing resource implementations must be extended and
adapted to allow the integration with the On Demand management infrastructure in
compliance with the Resource Modeling Framework.

From an implementation perspective, the resource instance may be composed of multiple
components, each potentially residing in its own hosting environment

Figure 3-3 on page 104 extends Figure 3-2 on page 103 and illustrates how the adaptation of
the native element is achieved using base standards, such as WS-ResourceFramework
(WS-RF), WS-Naotification, WS-Addressing, and others. Once the element is adapted and
exposed using Web services, its management framework is implemented using WSDM,
MOWS, and MUWS standards. The resulting manageable resource is mapped into a
standard Common Information Model (CIM).

More on WS-RF

The role of WS-RF has been explained in “WS-RF” on page 15. In particular, in regards to
this chapter, WS-RF defines and standardizes the following functionality used in the resource
model:

» WS-ResourceProperties, which defines the mechanism for describing and exposing the
state of resources as properties expressed using XML and XML schema, and defines the
operations to read and query the state of the resource.

» WS-Resourcelifetime, which defines the operations for explicit and scheduled resource
destruction.

» WS-ServiceGroups, which defines the grouping and the registration semantics for WS-RF
Web services. It is used for resource discovery in a SOA.

» WS-BaseFaults, which defines the base fault XML schema and the rules for its use.

The Common Information Model

The Common Information Model (CIM) is a resource modeling schema built using a set of
specifications (and standards) developed by the Distributed Management Task Force, Inc.
(DMTF?). It provides common definitions of management information for I/T infrastructure
elements, and it allows for vendor extensions. CIM’s common definitions enable the exchange
of semantically rich management information between systems throughout the organization’s
network.

2 The Distributed Management Task Force, Inc. (DMTF) is the industry organization leading the development of
management standards and integration technology for enterprise and Internet environments. More information about
DMTF can be found at http://www.dmtf.org/home.
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The use of CIM makes it possible to model I/T infrastructure manageable resources such as
physical virtual servers, storage volumes, files, and network routers, as stateful services
according to the WS-RFWS-RF specifications. In particular, the manageable resources
provide a common interface in the form of the WS-Resource service - the base class of all
resource services in a virtualized I/T infrastructure environment. Each manageable resource
has a Resource Type associated with it. Each manageable resource also has a Resource
Factory associated with it to manage the creation and disposal of its instances. Additionally,
the created manageable resource instances are registered in CIM-based repositories. One of
the Resource Dependency Service’s repositories is, indeed, a CIM-based repository.

CIM defines the following elements:

CIM Client The CIM Client is a management application and can reside anywhere
in the network, because it uses HTTP to talk to CIM Object Managers
and Agents.

CIM Managed Object
A Managed Object is a hardware or software component that can be
managed by a management application by using CIM.

CIM Agent The CIM Agent is embedded into a device and interfaces with the
management application. It interprets CIM requests and responses to
it.

CIM Object Manager (CIMOM)

A common conceptual framework for data management that receives,
validates, and authenticates the CIM requests from client application.
It then directs the requests to the appropriate component or CIM
provider.

CIM Server A CIM Server is the software that runs the CIMOM and the CIM
provider for a set of devices. It is used when the devices do not have
an embedded CIM Agent. When people use the term CIMOM, they
often mean the CIM Server.

Device Provider A CIM Provider is the element that translates CIM calls to the device
specific commands; it is like a device driver. A provider is always
closely linked to a CIM Object Manager.

More information about CIM can be found on the DMTF Web site at:
http://www.dmtf.org/standards/cim/

The WS-CIM protocol

There is ongoing work in DMTF to provide a mapping that allows CIM-modeled resources to
be exposed as WSDM manageable resources: the WS-CIM protocol, which enables the
DMTF's infrastructure protocols to take advantage of Web Services. WS-CIM specifies how
resources modeled using CIM are exposed, described, managed, and discovered via Web
services. In other words, WS-CIM makes it possible to represent CIM-modeled manageable
resources as WSDM-manageable resources via Web services. It describes how to represent
and access the content of the CIM model using Web services, WS-RF, and WSDM.

WS-CIM is leveraged in the implementation of Resource Dependency Service. For example,
when CIM-modeled resources have properties that can be accessed, WS-CIM specifications
allow Resource Dependency Service to access them using WS-Properties, rather than
having to use other lesser-known message protocols, such as CIM-XML. More information
about the WS-CIM specification can be found at the following URL:

http://www-128.1ibm.com/developerworks/webservices/library/specification/ws-wsdm/
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CIMOM and WBEM

The Storage Network Industry Association (SNIA) used CIM and created the Java Common
Information Model Object Manager (CIMOM), which is a CIM-based resource server.
CIMOM implements a CIM schema and is, essentially, a container of manageable resources.
This work was later turned over to the Open Group for its management and it was used by
this organization to create a new Java open source CIM-based resource server called
Pegasus (also known as OpenPegasus). More information can be obtained about the Open
Group and OpenPegasus at the following URLSs:

http://www.opengroup.org/
http://www.openpegasus.org/

OpenPegasus uses another specification developed by DMTF called Web Based Enterprise
Management (WBEM). WBEM also provides facilities for the management of systems,
networks, users, and applications across multiple vendor environments.

CIMOM:-based resource servers can exist anywhere on an organization’s I/T infrastructure.
They can be implemented by IBM, such as in the TotalStorage Productivity center (TPC), and
by other vendors in order to expose a standard framework with which to manage I/'T
infrastructure devices.

CIM and WBEM together enable end-to-end multivendor interoperability. The OpenPegasus
CIM server can be seen as an implementation of the WBEM standards provided by the Open
Group.

Examples of IBM products implementing CIM

OpenPegasus has ben chosen by IBM as the strategic CIM server and it is being ported to
the major IBM platforms. The CIM infrastructure is shipped with all IBM @server operating
systems, including i5/0S V5.3 for iSeries and later, AIX 5L V5.2F for pSeries and later,
System p5, and iSeries z/OS V1.7 for zSeries and System z9.

The implementation of Resource Dependency Service has taken all of these maturing
specifications into consideration. In this release, Resource Dependency Service includes a
CIM-based repository. It is envisioned that, as they continue to evolve, this set of
specifications will continue to shape Resource Dependency Service’s implementation.

Many IT resources are already currently instrumented using the CIM schema defined by
DMTF. The following list is not exhaustive and provides a few examples of CIM
implementation:

» The IBM Director component of the Virtualization Engine can connect to and manage
resources hosted by CIMOM servers existing in an organization’s environment.

» The pSeries HMC uses CIMOM to model the hardware resources of the pSeries server. It
can provide information about its CIM objects to remote CIM clients.

» CIM on AIX 5L V5.2 and V5.3 includes the following:

— An Open Source implementation of the Common Information Model Object Manager
called Pegasus Version 2.3

— A CIM schema, Version 2.7, that defines an information model for representing system
management resources

» The CIM Agent for DS Open (API) is middleware that provides a CIM-compliant interface
for applications that require it or can make use of it. The Agent code provides a CIM API
for IBM TotalStorage DS8000, DS6000, and ESS

» Inz/OS V1.7, a subset of z/OS resources and metrics is mapped into the CIM standard
data model to allow its use for system management functions. In the release following
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z/OS V1.7, IBM plans to make the CIM services suitable for applications that require high
request rate processing.

» Many Tivoli products (Tivoli Monitoring, Tivoli Inventory, Tivoli Business Systems
Manager, and many others) provide a CIM interface.
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3.3 Resource Dependency Service overview

Resource Dependency Service: High-level Overview
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Figure 3-4 Resource Dependency Service High-level Overview

Resource Dependency Service focus is the creation of a catalog of resource instances and a
representation of their relationship.

Resource Dependency Service ([}) is packaged as one of the components of IBM
Virtualization Engine, utilizes an important subcomponent called Resource Modeling (i), and
executes as part of the Virtualization Engine Server runtime. Resource Dependency Service
provides a software framework, which exposes services and allows client applications such
as the Virtualization Engine console ([j) to access the virtualized I/T infrastructure in a
standardized way. In turn, Resource Dependency Service scans existing client networks ([3)
and detects their IP-addressable elements so they can be easily mapped as part of the
standardized model. Moreover, Resource Dependency Service includes functionality that
allows databases external to Resource Dependency Service () to be federated as part of the
Resource Dependency Service repositories. Resource Dependency Service provides built-in
mechanisms that access, extract, and analyze data coming from many other external sources
() that may contain relevant I/T infrastructure information.

Essentially, Resource Dependency Service represents a set of technologies designed to
discover, collect, define, and model an organization’s I/T infrastructure in order to present that
converged information in a persistent data store for its orchestrated access and management.
The I/T infrastructure resources, their iterrelationships, and their relationships to business
processes are stored, accessed, and managed via a set of standards-driven mechanisms.
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Figure 3-5 Resource Dependency Service architecture

If we drill down deeper into the Resource Dependency Service architecture, we can get a
glimpse into all of the high-level components of Resource Dependency Service. While the
Virtualization Engine console is shown inside the context of Resource Dependency Service, it
is a separate Virtualization Engine component, as discussed in Chapter 4, “The Virtualization
Engine console” on page 135.

Figure 3-5 shows how the external data sources that can be mined by Resource Dependency
Service include the following:

» Existing repositories, such as the Tivoli Business Service Manager (TBSM) data sources,
which are DB2 databases

» Application environments, such as WebSphere

» DB2 instances

» Domain Managers, such as EWLM

» Instrumentation, such as IBM Director

Client networks can be scanned by Resource Dependency Service to find IP-addressable
infrastructure elements automatically. External information repositories, such as relational

databases used by other resource managers from IBM and other vendors, will be federated to
become part of the Resource Dependency Service repositories3.

3 This capability may become available after Resource Dependency Service is generally available.
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There are graphical user interfaces accessible via the Virtualization Engine console for
human user access to those resources and for Resource Dependency Service
administration. Additionally, a programmatic interface through which client applications can
access the Resource Dependency Service services and the WS-RF infrastructure model may
become available.*

From an end-user perspective, here is the high-level process by which you take advantage of
Resource Dependency Service:

1. Use Resource Dependency Service’s Intelligent Device Detection (IDD) technology to
scan and discover I/T infrastructure elements and automatically register them in Resource
Dependency Service’s repositories.

2. Use Resource Dependency Service data collectors and its datasource federation
functionality to augment the information stored in the Resource Dependency Service
repositories. External data stores can be mined to get a good base set of resources. The
Resource Dependency Service Analytics/Correlation engines will make sure that each
discovered resource is singly defined. Data collectors can also be used for mining
extensive resource information from server platforms, which may be present in the
network, including all the IBM @server servers.

3. Schedule data collectors to execute automatically on a periodic basis. This will keep the
Resource Dependency Service repositories synchronized as the I/T environment
changes.

4. Use Resource Dependency Service specific user interface panels of the Virtualization
Engine console to define additional attributes and relationships on the stored resources,
when needed.

5. Use Resource Dependency Service-specific user interface panels of the Virtualization
Engine console to establish relationships between infrastructure resources and the
organization’s business processes.

6. Use Resource Dependency Service-specific user interface panels of the Virtualization
Engine console to access topology and query services, which facilitate the analysis and
management of the organizations’s I/T infrastructure resources and business processes.

Figure 3-6 on page 112 shows that the ultimate goal for the use of Resource Dependency
Service is to create an environment where infrastructure elements such as servers, storage,
and networks, as well as their corresponding instrumentation, can be mapped into
manageable resources, which are subsequently exposed using Web services.

» Autonomic Managers can be built to have access to these manageable resources and
their services via the ESB in order to guarantee certain levels of business resilience
governed by established SLAs and other business policies. Autonomic managers are
applications built to use autonomic computing features based on the implementation of
MAPE (monitor, analyze, plan, and execute) logic. For more information about autonomic
managers, please refer to the IBM Autonomic Computing Kit and its documentation,
available at the following Web site:

http://www-128.1ibm.com/developerworks/autonomic/books/fpulmst.htm

» Furthermore, Workload Managers such as EWLM could also access the manageable
resources as needed in order to decide how to properly allocate workloads to use them.

» Resource Managers such as the Tivoli Intelligent Orchestrator (TIO) can have access to
the manageable resources so it can make decisions regarding their allocation,
commissioning, and decommissioning.

4 This capability is not part of this release.
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The Virtualization Engine console can be used to view and manage topologies of the I/T
infrastructure dynamically. The Virtualization Engine console user interface can also be used
to establish and manage the relationships between the infrastructure resources and the

organization’s business processes.

All communications between external applications, such as autonomic managers, workload
managers, or resource managers, and the services exposed by the MRs, is done via Web
services interfaces. The fabric for these Web services connections is provided by IBM
WebSphere Application Server via its support for the Enterprise Service Bus (ESB).
WebSphere Application Server provides the support framework and the implementation of

the Web services infrastructure.

Resource Dependency Service — Connecting the Components
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Figure 3-6 Resource Dependency Service: connecting the components

Each component of Resource Dependency Service will be described in more detail in the
next sections of this chapter.
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Figure 3-7 IDD Architecture

Intelligent Device Discovery® (IDD) is a network-based IT asset discovery and categorization
tool. It combines various device discovery, network and security scanning programs with
enhanced data collection, mining techniques, and distributed automation to form a single
application

IDD is the technology component used by Resource Dependency Service to discover and
generally classify I/T infrastructure elements. This discovery is done within parts of the
organization’s network (as configured by the user) using low-intrusion methods on the
scanned devices. The network areas to be scanned can be specified by the user by supplying
which IP address ranges to scan.

Scanning levels
IDD’s resource scanning process can operate at different levels of increasingly detailed
discovery. The scanning levels are as follows:

Level-1 General information about any IP-addressable (TCP/IP) active device is
discovered. This is done with absolutely no software installation or security
privileges needed on the scanned devices.
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Level-1 Enhanced (Level-1+)
More specific information is obtained for Microsoft Windows devices from he
Windows Registry. Attempts are also made to obtain additional information from
physical computer servers that operate under the UNIX operating system. This
level of scanning does not require any software installation on the scanned
devices, but does need administration credentials (for example, user IDs,
passwords, community strings, and so on) for the relevant scanned resources.

Level-2 This level of scanning captures detailed HW/SW Configuration information from
scanned Microsoft Windows Servers. In order to do this, a special probe agent
is required to be installed on a Microsoft Windows server™ within the network
to be scanned. No Level-2 scanning is done with Resource Dependency
Service.

Architecture

Figure 3-7 on page 113 shows a high-level architecture of the IDD discovery mechanism. As
was described before, IDD includes logic to perform scans of the existing I/T infrastructure.
Additionally, IDD includes its own database to store the discovered information. As an option,
users can take advantage of the external Windows auxiliary server to allow for deeper levels
of information discovery.

IDD can find many types of resources, such as servers, network devices (for example, load
balancers, routers, switches, and so on), file systems, programs, and physical disks. It also
finds relationships between them, if they exist. The scanning is done using a variety of
open-source and proprietary techniques including IP ping sweeps (not the same as
broadcasts), Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) ports
scans, and remote Windows SMB/Registry/WMI fingerprinting.

IP ping sweeps are targeted scans of pre-selected Internet Protocol (IP) ports or ranges of IP
ports to find network-attached devices. The TCP and UDP protocols are subsets of the
Internet’s ubiquitous IP protocol. TCP and UDP ports represent internet addresses used by
many device applications in the network that can be discovered and investigated by Resource
Dependency Service. Server Message Block (SMB) is a protocol for sharing files, printers,
serial ports, and communications abstractions, such as named pipes and mail slots between
computers. Microsoft uses this protocol to provide file and printer sharing services in various
versions of Windows. Resource Dependency Service also uses the Windows Registry to
mine resource information, since it is a database of nearly all the settings for Windows
servers and their installed applications.

Windows Management Instrumentation (WMI) is the Microsoft implementation of Web-Based
Enterprise Management (WBEM). WMI provides integrated support for the CIM schema and
includes a CIM-compliant object repository that can be mined by Resource Dependency
Service for resource information.

As an example, IDD can find the relationship between a server and an Ethernet switch. In
order to do this, IDD uses the Simple Network Management Protocol (SNMP) to read the
switch’s Management Information Bases (MIB). This shows that a given Media Access
Control (MAC) address is connected to a given switch port. A match can be made between
the MAC address and its related IP address using router information, such as the Address
Resolution Protocol (ARP) tables. The connection can be established by saying that a specific
server has specific IP and MAC addresses, and is connected to a specific switch using a
specific port.

The following standards are used by IDD:
» ICMP and TCP for the ipscan
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»

TCP/UDP packets for the hostscans
SNMP/HTTP/WMI for the follow-on services

The following is a list of resources that IDD will accurately find and represent if they are
operational, reachable, and the relevant credentials are provided for access, when required:

>

>

>

»

zSeries (including z/OS, Linux OS, DB/2, and CICS®)

iSeries (including i5/0S, Linux OS, AIX OS, and DB/2)

xSeries (including Windows OS, Linux OS, and applications)

pSeries (including AIX OS, Linux OS, and applications)

Blade Center, if Director is managing it and the Director data collector is configured
HP-UX

Sun (including Solaris and Linux)

Note: Resource scanning and discovery services may also be a feature in other IBM
products, such as the IBM Director and the TotalStorage Productivity Center (TPC).
However, such functionality offered by those products is more specialized and limited than
IDD’s. For example, TPC’s scanning is targeted to and specialized for storage devices. IBM
Director’s scanning does not detect certain resources, such as applications running on the
found host servers.

More detailed information about the technologies and operation of the IDD can be found at
the following URL:

http://www.zurich.ibm.com/csc/ibi/idd.htm]
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Figure 3-8 Collection and Discovery Architecture

Resource Dependency Service can get information from other products repository
databases, which will complete the information it discovered with the IDD; all the information
will then be analyzed and correlated.

In this release, the Resource Dependency Service repositories contain static information,
which is not automatically refreshed via an event mechanism by external or internal sources.
Collectors included into Resource Dependency Service can be scheduled to run periodically
to keep Resource Dependency Service repository information up to date.

Figure 3-8 shows how the data collection and discovery tasks are related and how they are
implemented in Resource Dependency Service. For each type of external data source, there
is a specialized data collector (sometimes called as parser). In some cases, the collection of
data is assisted and complemented by data discovery.

In general, the functionality of the Resource Dependency Service Data Collectors follows this
logic flow:
1. Connect with the existing remote target. These targets can be:

— External repositories. These are typically accessible via database connectivity
technologies such as JDBC™.

— Other applications. Access to these is obtained via corresponding APIs.
— External domain managers, such as EWLM. Access is typically obtained via APIs.
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— Specific platform or OS implementations. Access is obtained via OS-specific supported
interfaces, such as remote job submissions.

Discover and acquire data specific to Resource Dependency Service functionality.
Analyze, transform, and correlate the data into a resource model.
Store appropriate information in the Resource Dependency Service repositories.

As resources are stored, the correlation engine will check to see if there is sufficient data
collected about each resource. If there is, it will create the resulting manageable resource
in the Resource Modeling Type Registry (more on this in “Resource Modeling Type
Registry” on page 123).

Figure 3-8 on page 116 shows that IDD has its own database, which is DB2-based. There is
also a parser associated with IDD, which will collect relevant data from that IDD database and
transfer it to another database, the Resource Dependency Service Datastore, as required.

As can be inferred, the Resource Dependency Service data collectors use a variety of
methods and techniques for inspection, depending on the type of data source. It is important
to note that none of the listed products (and data sources), which have data collectors
associated with them, are prerequisites for the use of Resource Dependency Service.

Data collectors exist for the following sources:

>

DB2 UDB: To gather data, the DB2 UDB data collector uses a JDBC connection to the
DB2 UDB database. The DB2 UDB database can physically reside remotely within the
organization’s I/T environment. Information like database properties and data container
properties can be retrieved by this collector.

IBM Director: The IBM Director data collector utilizes the IBM Director SDK to remotely
communicate with the IBM Director server, and indirectly with the Director database. Since
the IBM Director SDK encapsulates the database access within its APIs, a remote
connection to the database does not need to be established by the data collector itself.
Information like hardware and operating system properties can be retrieved by this
collector.

Intelligent Device Discovery (IDD): The IDD data collector uses a JDBC connection to the
IDD and Resource Dependency Service repositories. Both of these repositories are DB2
databases. Information about hardware, operating system, network devices, and storage
devices can be retrieved by this collector. This collector runs automatically when a user
runs an IDD campaign to pull information out of the IDD database.

Enterprise Workload Manager (EWLM): The EWLM data collector employs JMX™ calls to
the EWLM domain management server to gather data. Information about the domain
manager can be retrieved by this collector.

Tivoli Business Service Manager (TBSM): The TBSM data collector employs a JDBC
connection to the TBSM Microsoft SQL Server database. The SQL Server database can
physically reside remotely within the organization's I/T environment. Information about
hardware, operating system, database, and network device can be retrieved by this
collector.

Tivoli Configuration Manager (TCM); the TCM data collector employs a JDBC connection
to the TCM RDBMS server. The TCM RDBMS server can physically reside remotely within
the organization's I/T environment. Information about the operating system and the
application can be retrieved by this collector.
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WebSphere Application Server: The WebSphere Application Server data collector uses
calls into WebSphere's wsadmin interface and its related scripts. A file is created by
WebSphere Application server with data and it is parsed to obtain the gathered data.
Information about the hosting container can be retrieved by this collector.

WebSphere MQ: The WebSphere MQ data collector uses the WebSphere MQ JDK™
classes for Java to remotely extract resource (for example, Queue Managers, queues,
etc.) information from the Message Queuing Administration Interface (MQAI). Information
about the application and the hosting container can be retrieved by this collector.

The iSeries OS/400® data collector employs the IBM Toolbox for Java facility on iSeries to
communicate with it and gather data. The IBM Toolbox for Java must be installed and
configured on the Resource Dependency Service Server. The IBM Toolbox for Java
package provides a JDBC connection to the iSeries DB2 database so that it can be read
using the JDBC 2.0 specifications. Information about the operating system, the network
interface, and the data container can be retrieved by this collector.

The zSeries data collector uses FTP to submit jobs on the zSeries host machine. The
submitted jobs, in turn, run REXX scripts. Consequently, the zSeries host must have FTP
and REXX installed and running to support the data collector. If the zSeries host machine
has DB2 installed and running, DB2 data will be collected. If the zSeries host machine has
CICS installed and running with CICSPlex® System Manager, and has the REXX runtime
interface installed, CICS data will be collected. If any the following technologies are
installed, configured, and running on the zSeries host:

— Batch Job JCL
- IMS™
— CICS and WebSphere Studio Asset Analyzer with Inventory MVS™ Assets

then information about them will be collected. If the IMS Transaction Manager or Database
Manager is installed, then the DBRC APl and IMS commands are used to discover all IMS
region types (TM/DB, DBCTL, and DCCTL). Information about the operating system,
database, storage unit, and hosting container can be retrieved by this collector.

Figure 3-9 on page 119 documents the different type and relevancy of the general information
gathered by the Resource Dependency Service data collectors.
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Discovered/Collected Resource Types

Applications An application is a program that runs within a hosting container or an operating system instance.

Data Containers Data containers are like file systems, containing collections of files and attributes associated with
those files.

Database Instances A database instance is a collection of interrelated or independent data items stored together to serve
one or more applications.

Hosting Containers Hosting containers are programs or applications that host other applications (e.g. WAS).

Network Devices Network devices are special purpose, dedicated computers like routers and load balancers that help

manage network traffic.

Network Interfaces A network interface (also known as a network interface controller or NIC) provides the interface
control between a system and an external high-speed network.

Network Subnets A subnet is an interconnected, but independent segment of an entire network that is identified by its
Internet Protocol (IP) address.

Operating Systems An operating system is a collection of system programs that control the overall operation of a
computer system.

Services A service is a process or sub-process used to automate common tasks such as verifying security
credentials or calibrating system clocks.

Storage Volumes A storage volume represents a medium used for storage of data on a computer. A storage volume
can be an entire physical hard disk, or portions of a hard disk.

Systems A system represents physical computers or virtual computers, such as logical or physical partitions.
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Figure 3-9 Discovered/Collected resource types

As information is obtained from the IT environment by Resource Dependency Service using
the data collectors, sometimes assisted by the automatic data discovery, a wide variety of
resource types are encountered and mapped into the Resource Dependency Service
repositories. These resource types vary from physical or virtual (logical) computer servers
called Systems to Hosting Containers, like WebSphere Application Server, and Applications
that run within them.

As was explained before, all of the collected and discovered resources will be stored in the
Resource Dependency Service repository. Additionally, if a resource has enough attributes to
warrant induction into the Resource Modeling Type Registry, it is stored there as well, along
with its relationships to other resources. More will be explained about these resources as they
become part of the Resource Dependency Service repositories in 3.7, “Resource
Dependency Service repositories” on page 120.
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3.7 Resource Dependency Service repositories

Resource Dependency Service Repositories

RDS Resource Modeling

Resource Modeling
Framework

Resource
Consumers:

1
1
1
|
1
é Programmatic

Modeling
Type
Registry

«Virt. Eng.

Data Collectors console

Analytic |, *Others
IDD & Correlation | n
RDS < >

1
1
1
1
1
1
1
1
1
1
1
1
Engines : -
1
1
1
1
1
1
1
1
1

i
1
1
1
1
|
1
Datastore I
1
1
|
1
1
1
1

@ Redmnks wnrks““p IBM Virtualization Engine Version 2. © 2005 IBM Corporation. All rights reserved.

IBM ITSO - International Technical Support Organization

Figure 3-10 Resource Dependency Service repositories

All information detected and collected by Resource Dependency Service for the I/T
infrastructure needs to be stored. Resource Dependency Service has different repositories:

» The first one is a DB2 database and is called the Resource Dependency Service Datastore.
The Resource Dependency Service Datastore is used to house all complete or incomplete
data gathered for all the resources created by IDD detection, via the data collectors.

During the process of discovery and collection for resource information, Resource
Dependency Service stores all this information in this Resource Dependency Service
Datastore. At some point in time, there will be enough information gathered so that all of
the attributes for its resource type as defined using CIM specifications can be defined. At
that time, Resource Dependency Service creates a new manageable resource and stores
it in the Resource Modeling Type Registry database.

» The Resource Modeling Type Registry (RMTR) is built using the CIM specifications and
other related industry standards, as explained in 3.2, “A manageable resource” on
page 103. Manual input by the user, via the Virtualization Engine console, can be done;
they are registered into this repository. It is important to note that unless a resource has
been stored in the RMTR, it will not be displayed as part of the infrastructure topologies
viewed using the Virtualization Engine console. It is possible, however, to drill down and
see these incomplete resources using other panels of the Virtualization Engine console
interface (refer to 4.7, “The topology view” on page 164 for more information about this
topic).

» Note that IDD has its own database. As it scans a network, it puts data into that database.
Then the Resource Dependency Service IDD data collector pulls information out of that
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database into the Resource Dependency Service database, where it is correlated with
data from other data collectors before an MR is created. There is no prerequisite to install
the IDD database and the Resource Dependency Service repositories on the same
server.

Over time, the RMTR is destined to become the authoritative source for resource data. The
Resource Dependency Service Datastore will be used only for the correlation and federation
of data collected and discovered by the various collectors and mining tools in Resource
Dependency Service. The Resource Dependency Service Datastore can be used as a
“staging” internal repository.

The term Resource Dependency Service Resource Modeling refers to the set of two things:

» The two Resource Dependency Service repositories (Resource Dependency Service
Datastore and RMTR) that hold infrastructure resource information.

» The software frameworks included to expose, access, and manage the stored resources.
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3.8 The Resource Modeling Framework
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Figure 3-11 The Resource Modeling Framework

The design, planning, and deployment of domain-specific models and manageable resources
(servers, storage, network, and so on) can be simplified by leveraging the use of a common
framework, such as the Resource Modeling Framework. This allows domain experts to focus
on domain-specific aspects while minimizing the need to understand the entire IT
infrastructure or aspects that are unique to each resource origin or vendor.

The Resource Dependency Service Resource Modeling Framework is comprised of software
code built using industry standards in order to expose access to and manipulation of IT
infrastructure resources managed by Resource Dependency Service. This software code is,
essentially, an implementation of a set of Web service specifications on top of an IBM
WebSphere foundation. The Resource Modeling Framework uses the WS-RF and
WS_Addressing implementations provided in WebSphere.

The functionality provided by the Resource Modeling Framework includes the following:

» Services to define Web Service interfaces for manageable resources and their exposed
management functions in a standard and interoperable way

» Services to define interfaces and usage patterns to publish, discover, compose, integrate,
and manage resources within the Resource Dependency Service repositories

» Services to define the properties that define the unique identity of the managed resource

» Services to allow the overall interface and behavior of the manageable resource to be
extended dynamically
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» Services to define the interfaces to express and manage relationships between
manageable resources

» Services to define patterns for manageable resource composition and service level policy
association

» Services to help exploit the use of industry standards related to infrastructure resource
management functions and pervasive manageable resource models.

Figure 3-11 on page 122 shows how the Resource Modeling Framework includes the use of
Web services and their corresponding WSDL interfaces to expose the model’s manageable
resources. Other standards, such as the use of the J2EE™ Java Connector Architecture
(JCA), are included as a formal method for accessing the native instrumentation (outside of
the WebSphere Application Server J2EE container) associated with the manageable
resources. The Resource Modeling Framework also makes use of many modeling classes,
tools, components (EJBs, Session Beans, and so on) to create the standard representation of
the manageable resources by domain (storage, servers, and so on). Figure 3-14 on page 128
shows how the Resource Modeling Framework also provides services to allow for
manageable resources to be associated to an organization’s business processes and
operations.

Resource Modeling Type Registry

Provisioning and orchestration are key functions of an service-oriented infrastructure. In order
to provision a resource, the system must understand the constituent components of each
resource, their prerequisites and their dependencies with other resources, and the state of
each available resource in the environment. The resource modeling framework needs to
provide the necessary information to understand the characteristics of each component, its
state, and how it interacts with other resources.

The infrastructure is made of multiple types of resources. Various resources have to be
combined with the relationships among them. To do so, a list of the components, their
characteristics, and their connections has to be build; this includes information about the
resource interface and its properties, as well as about the relation description to other
resource types.

This catalog is expressed as a Resource Type Registry, the Resource Type Registry is a
catalog of resources that contains information about resource types as well as possible
relationships to other resource types.

The type registry is represented through a WS-Resource that contains the properties about
the resources, their types, and their relationships. The resource type registry simply contains
the name of a type, and any client is able to query for a resource type service using the type
name as search criteria.

The Virtualization Engine Version 2 provides different types of manageable resources for
servers, network, or storage. For example:

» The Systems resource, which represents a logical collection of resources necessary to run
an operating system. An Systems resource may represent a stand-alone server or some
type of virtualized server (for example, LPAR and virtual machine).

» The OperatingSystem manageable resource represents an operating system instance that
has been booted in an Systems resource.

Figure 3-12 on page 124 illustrates a theoretical view of the CIM/CIMOM-based resource
model implemented in Resource Dependency Service. Resources such as Systems resource
and OperatingSystem are represented along with their interrelationships. For example, the
Systems resource represents an